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CHAPTER 1

INTRODUCTION

The Efficient design and implementation of wireless sensor networks has become a hot
area for researchers in the recent years, due to the vast potential of the sensor networks to
enable the applications that connect the physical world to the virtual world. Potential
applications for such large-scale wireless sensor networks exist in a variety of fields,
including military operations medical monitoring, environmental mnnftﬂring,
surveillance. home security and industrial machine monitoring. By networking large
numbers of tiny sensor nodes, it is possible to obtain the data about physical phenomena
that was difficult or impossible to obtain in more conventional ways. In the next coming
years, as advances in micro-fabrication technology allow the cost of manufacturing
sensor nodes to continue to drop, increasing deployments of wireless sensor networks are

expected, with the networks eventually growing to large nu mbers of nodes.

1.1 Wireless Sensor network:

With the recent advancement in Micro Electro-Mechanical Systems (MEMS) technology,
low power digital circuitry and RF designs, Wireless Sensor Networks (WSNs) are
considered to be one of the potential emerging computing technologies, edging closer
towards a widespread feasibility [5]. Several useful and varied applications of WSNs
such as weather and climate monitoring, detection of chemical or biological agent threats,
and healthcare monitoring require information gathering in harsh and inhospitable
environments. Cheap and smart sensors networked through wireless communication with
the Internet hold remarkable purposes for controlling and monitoring environment,
homes, health care, military, and other strategic applications. These applications demand
the use of various equipment including cameras, acoustic, Infrared and seismic tools and
sensors measuring different physical parameters [7]. A network of the smart sensors can

be deployed in a host of different environments, for example in the military scenarios, to

1
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It should be mentioned that the sensor networks do share some commonalities with the

general ad hoc networks. Thus,the protocol design for the sensor networks must account

for the properties of ad hoc networks, including the following.
» Lifetime constraints imposed by the limited energy supplies of the nodes in the network.

* Unreliable communication due to the wireless medium.

* Need for self-configuration, requiring a little or no human intervention.
However, several unique features exist in theWSNs that do not exist in the general ad hoc

networks. These features present the new challenges and require the modification of

designs for traditional ad hoc networks.
» While traditional ad hoc networks consist of the network sizes in the order of 10s,

sensor networks are expected to scale to sizes of 1000s.
* The Sensor nodes are typically immobile, meaning that the mechanisms used in

traditional ad hoc network protocols to deal with the mobility may be unnecessary and

overweight.
* Since the nodes may be deployed in harsh environmental conditions, unexpected node

failure may be common.
* Sensor nodes may be much smaller than the nodes in traditional adhoc networks (e.g.,

PDAs, laptop computers), with smaller batteries leading to the shorter lifetimes, less

computational power, and less memory.
* Additional services, such as location information, may be required in the wireless |

sensor networks.
* Communication is typically data-centric rather than address-centric, meaning that
routed data may be aggregated/compressed/prioritized/dropped depending on the

description of the data.
* Communication in sensor networks typically takes place in the form of very short

packets, meaning that the relative overhead imposed at the different network layers

becomes much more important.
* While nodes in traditional ad hoc networks compete for resources such as bandwidth,

nodes in a sensor network can be expected to behave more cooperatively, since they are
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trying to accomplish a similar universal goal, typically related to maintaining an
application-level quality of service (QoS), or fidelity.

1.2 Design Issues

In general, wireless ad-hoc networks most closely resemble the sensor network
abstraction [7]. Although wireless ad-hoc networks are similar to WSNs, WSNs have

several additional design issues and constraints:

e Firstly, sensor networks can contain the thousands of nodes and thus scalability is
one of the major issues for this type of network.

e Secondly, sensor nodes in a WSN are severely constrained by the power, memory
and computational capabilities which although serves as a factor in Wireless Ad-
hoc Networks, is not that severe. Power efficiency is a critical constraint for
WSNs. Once deployed, sensor nodes with finite power sources and limited
recharging capabilities should be able to sustained the operation for months at a
stretch .

e Thirdly, in the WSN only relevant data should be sent after compressing it as
much as possible. The decision of condensing data and sending it to the base
station should be made at node levels, i.e., in the sensor nodes and cluster-heads.
The said issue is not that critical for Ad-hoc networks.

e Fourthly, in the case of Ad-hoc networks, routing in general takes place between
any pair of the nodes whereas WSNs are meant for the purpose of sensing and

gathering information and thus routing follows some distinct patterns [13] [8].

These patterns can be classified as given below -

(1) Many to one:The Sensor nodes in each cluster send the sensed data to the cluster-
heads, which in turn aggregates the data and transmits it to the base station.

(2) One to many:The Base station or cluster-head multicasts (or broadcasts) different

control and association signals to the sensor nodes.
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(3) Local communication: In some topologies, the form of communication isdesired for

nodes to discover and co-ordinate with each other. Protocolslike GAF (Geographical

Adaptive Fidelity) [12] use this type of approach.

1.3 Sensors Types and Characteristics

There are different types of wireless smart sensors currently in use [10]. A

morerepresentative example is the sensor nodes of the smart dust project developed at

UCBerkeley [5]. Figure 1.2 shows a general hardware platform description.

Sensor. CPU. Digital
AtoD Memory transceiver

converter

GPS / Lﬂfﬂl |
position finder
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Figure 1.2: Sensor hardware platform

Different characteristics of sensor nodes includes the size, battery consumption,the
powerlevel, lifetime of the operation, movement characteristics (indicating whethernodes

arestationary or mobile), position characteristics (indicating whether the nodes are

embeddedpower Supply)
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Chapter 2

Wireless Sensor Networks

2.1 Characteristics of Wireless Sensor Networks:

The WSNs have some different characteristics in comparison to other type of wireless
networks that affects the network performance. These characteristics such as node density
makealgorithms and protocols unique for WSNs. For instance, the number of sensor
nodes in WSNs can be extremely higher than ad hoc networks and nodes are densely
deployed. Node deployment,node capabilities, node density, energy constraints, are all
specific features of WSN's that affect network design and performance. Besides the node

deaths occur frequently due to the battery depletion or a failure and this leads to topology
changes.

2.2. Density and Node Deployment

The Node deployment can be either deterministic or self-organizing, which depend on the
application. In deterministic method, nodes are placed on pre-determined locations and
data routing is executed over pre-determined paths. It’s also available to add some extra
sensor nodes after the initial deployment in order to recover or support the network. On
the other hand, in self-organizing WSNs, nodes are scattered randomly over the

application area to form a network in an ad hoc manner.

2.2.1. Network Topologies

The IEEE 802.15.4 standard supports two types of the topologies as shown in Figure 2.1.
In star topology, there must be at least one FFD as PAN coordinator to control devices in
its respective PAN. The coordinator node is responsible for the controlling the PAN and

13
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communicating to the other PAN coordinators. In peer-to-peer topology there must be at
least one PAN coordinator and nodes have to be in the communication ranges of one
another to establish a link. In such a network every node acts as a router and supports

multi-hop routing.This kind of topology is used in the mesh networks whichhave

complex topology.

Star Topology Peer-to-Peer Topology

vy

T / i)
® / . ‘\"O \ Conpr:;::ator

: PAN t @ Full Function Device
Oordinator O Reduced Function Device

+———>» Communication Flow

Figure 2.1 Star and peer-to-peer topologies and devices
2.2.2. Power Consumptions

A sensor node is a micro-electronic device having limited battery capacity. Network
lifetime depends on battery lifetime of the sensor node, because it’s impractical to replace

batteries of nodes that dispersed over inaccessible application areas. For instance, a Telos
mote which has integrated CC2420 NIC is powered by two AA batteries (2.1 - 3.6V DC).

Thus, the energy-efficient power management is highly critical for sensor networks.

Dynamic power management capability is an important requirement for the designing a
sensor node. Thus, an eventdriven power consumption will extend sensor node lifetime.
The Sensor nodes have different level of power consumptions for their states such as idle,
sleep, receive, transmit etc. When we look at the TI CC2420 NIC datasheet, receive and

14
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transmit currents are extremely higher than idle current and sleep current (Table 1). IEEE

802.15.4 compliant devices have sleep modes and spend most of its time with sleeping,

unless they receive or transmit a packet.

Stme—_—_— Value E kil Unit .
 Voltage Regulator Off 002 ] HA
L_P:\;er Down 20 | _;1A '
Idle 426 HA
I Receive 18.8 | mA |
et . F Ei=itA 1o k]

Table 2.1 Power Consumption of TI CC2420 NIC

2.2.3. Heterogeneous Elements

The 1EEE 802.15.4 defines two different types of the device with different capabilities.
The FFD nodes have ability to act as PAN coordinator as a router and communicate with

other coordinators or a simple devices, on the other hand RFD nodes have very simple

task as communicating and sensing with a coordinator as shown in Figure 2.1.

In addition to mobility, these nodes are embedded on vehicles such as UAVs, buses or

robots and do not suffer from the energy constraints. Compared to sensor nodes, these

mobile nodes have rich system resources.

15
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(ii). Monitoring Friendly Force Equipment and Ammunition: The Commanders
canmonitor the latest condition of its own force by using the WSNs. Each vehicle,

equipmentand ammunitions are attached with a sensor which sends the current status to

the sinknode from which the commander can monitor the situation.

(iii). Nuclear Biological and Chemical Attack Detection: The WSN can be deployed

infriendly region and it can generate an alarm when it detects any Nuclear Biological

andChemical Attack and it decrease the casualties at a large degree.

2.3.2. Environmental Applications

The WSNss are also convenient to environmental applications such as monitoring animal
movements. flood detection, forest fire detection, air pollution monitoring etc. due to the
characteristic of deployment into the inaccessible areas. Some environmental applications
<uch as forest fire detection, solar cell equipped sensor nodes are used in order to provide

network longevity.

Environmental application of WSN include tracking the movements of birds, small
animals, and insects; monitoring environmental conditions that affect crops , macro
instruments for large-scale Earth monitoring and planetary exploration, chemical/
biological detection, precision agriculture, biological, Earth, and environmental
monitoringin marine, soil, and atmospheric contexts, meteorological or geophysical

research, bio-complexity mapping of the environment and pollution study etc.

(i) Bio Complexity Mapping of Environment: A bio-complexity mapping of
theenvironment integrate information across temporal and spatial scales. Although
satelliteand airborne sensors can observe large bio-diversity (e.g., spatial complexity of

dominantplant species) but they cannot be able observe small size bio-diversity, which

17
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cearch in wireless sensor networks Nodes deploy
re

the sensor network. Sensor nodes are battery power

the sink in multi-hop fashion. In this case, the sensor nodes near the sj

energy than the node away from sin and die more quickly. As a result

; the network will
disconnect when 90% of nodes are alive having

sufficient energy left unused. In this

void problem. The €nergy imbalance
in these protocols has been analyzed and the knowledge about the

awake mechanism of nodes has

work, we investigate and try to remove the energy

present sleep and

been taken into consideration to enhance the network

lifetime for the Wireless Sensor Networks. The sleep and awake process has been

focused here to eliminate the energy void problem. Further extensive simulations to

investigate and confirm the performance of the proposed techniques has been done to

obtain the comparative results

3.1 Channe] Propagation Model

As per the theory of electromagnetic wave received power is a decreasing function of the
distance between the transmitter antenna and receiver antenna. There may be a direct
Iine'Of'Sight (LOS) path between the transmitter and the receiver and this mod?l is called
Friis Free Space Propagation Model[17]. However the receiver may not locate in the LOS

35
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ﬁ)l‘ et
9]. S Work lifetim
9] S 1f sensor node needs to redyce its energy consum » Clu tering becomes
cial Ption
| ets to cluster heads firstly, instead of sepg; " ould send its garg
X

—— nodes could be grouped togethey based on
ens

mw;imit)’ to each other or many other Parameters
p i

man :
ys for selecting cluster heads, Y efficient proposed
wi

i of the select:
- should be two basic criteria; ection process,
t

nodes which gare

closer 1o the base station,
choosing nodes randomly, or choosing the nodes that have h

ighest or lowest parameters

than neighbors, in which parameters could pe residual chergy level, neighbor count.

package count, sensed value, unique identifiers etc.

aleorithms is not always efficient.

many times.This results in quick energy drain of these selected nodes. Therefore,

is also crucial to distribute load evenly among other nodes in
order to minimize energy consumption. Some of the reasons for

selection of cluster heads

using clustering in
wireless networks such as; to perform data aggregation in order to reduce total energy

consumption and reduce the total number of packets transmitted, to disseminate queries

to members, or to form an effective routing algorithm for the network. Also, clustering
can be performed in single-level, which is the mostly used approach, or multi-level

clusters can be performed - which is creating clusters inside a cluster.

Data aggregation is collecting data from member nodes, and transmitting the final data in
@ single packet to sink node. Data aggregation is widely used in clustering approach,
because data from member nodes are collected by cluster heads and sent to the sink in a
Single packet, in order to reduce network traffic. When a sensor node receives two
Packets from two different source nodes, it can process incoming data packets and
“alculate the average readings, in order to send the final value as a single data packet.

; : ings into
Another chojce for a sensor node to aggregate data is to merge two different readings
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i ECH= F:Ipl(t) =k

N is the total number of sensor nodes N the netwq
where

rk. If it
sould be CHs an equal number of fime« 4 - 'S assumed that 4,
es

e e [y w4 + L

. ed a follows: wrrent round, the threshold s
ted a ‘
preser
. if Ci(t)
P P . i FCi(t)=1
Pi(t) N_k(mad('E)) (3.6)

if Ci(t)=0

yere k is the predetermined percentage of CHs r s the number of round passed

the most recent (r mod(N/k)) rounds

the recent round. Using this threshold, each node
will be a CH at some round within every N/k rounds. Afier N/k rounds, all

once again eligible to become CHs. Therefore only nodes that

,ndc.{t)=l,if , ith node have not become a CH in
and Ci(t)=0, if it has become a CH in

nodes are

have not become CH
recently and which have more energy than the nodes which have become a CH recently,

may become CHs at (r+1) round. After r rounds, (k x r) number of nodes are expected to
become CHs. So, the expected number of nodes that are not selected for CHs in the first r
rounds is (N — k xr). After (N/ k) rounds, all the nodes are expected to become CH at
least once. As Ci(t) = 1 if node i is an eligible candidate to become CH, and is 0

otherwise. The term Y.}, Ci( t)represents the total number of nodes that are eligible to
become a cluster-head at time t.

i1 Ci(t)= N — k(mod (ENE.7)
Now, the expected number of cluster-heads per round, is given as:

E(CH) ﬁﬁ@)—m X N = k(mod (¥))3.8)
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equation, cluster-head inform other nodes in network that they ha

ve been chosen CH for
this current round by

broadcasting an advertisement message. Th
advertisement message should be high enough so that all nodes

this. Each non-CH decides to which cluster

€ transmit power of this
In the network can hear

it belongs, by choosing nearest CH that
requires the minimum communication energy,

advertisement message. After each node has det
must inform

based on received signal strength of

ermined to which cluster it belongs, it
the CH node that it will be a member of the cluster. Each node transmits this

nformation back to the CH again using a CSMA MAC protocol. During this phase, all
Cluster-heaq nodes must keep their receivers on. The CH node receives all the messages

for nodes thgt Would like to be included in the cluster. Based on the number of nodes in
e cluster, the CH node

creates a TDMA schedule telling each node when it can
'ransmit, Thig schedule is b

roadcast back to the nodes in the cluster.

the messages for nodes that would like to be included in the

d
umber of nodes in the cluster, the CH node creates

a4
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pmAsehed”

s in the cluster.
¢ n0d®
o th

ocessing functions to compress the datg ;
P

aggregate and then sending it to the sink.

nata aggregation which is also known as data fusion can combine several unreliable
¢ data
measurements to construct a more accurate signal by enhancing the common signal and
an

reducing the uncorrelated noise. Data aggregation can be performed on all the
mprocessed data at the BS or it can be performed locally at the cluster-heads. If the
energy for communication is greater than the energy for computation performing data
aggregation locally at the cluster-head can reduce the overall system energy consumption
smee much less data needs to be transmitted to the BS. To prove this, an analytical
method is discussed. Suppose that the energy dissipation per bit for data aggregation is
EDA and the energy dissipation per bit to transmit to the BS is ETX. Also assume that
every L bits that must be sent to the BS when no data aggregation is performed only 1
Yimust be sent to the BS when local data aggregation is performed. So, the energy

©perform local data aggregation and transmit the aggregate signal for every L bits of data
s :

E‘"ithbﬁ L x Epa+ Erx (3.10)

The iy
*UIRY t0 transmiit all L bits of data directly to the BS is:

Tl Erx 3.11)
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qergy information to base station over
e
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fhe implementation of the proposed algorithm hag peq, 4
J : on
ssing its various toolboxes, MATLAR araphios Funcyl e
ns
gructure of the software. MATLARB is a high end technicg] prq

" e ; grammi .
s used extensively n industrial and academic Ing language which

added advantage for programmers. The toolbox is a package or collection of built in

domain specific functions which are ready to use. There are about more than hundred
toolboxes in MATLAB which makes the task of scientists, researchers and students’ task
easier working in these domains.

The implementation results and simulation are discussed and analyzed in detail. Network
software setup requires certain parameters derived from the radio model of a typical
Wireless Sensor network architecture as has been described in Chapter 3. The various
equations defining the energy dissipation process in the wireless sensor network has been
implemented in the software. The various network modelling parameters with their

values are shown in the Table 4.1. For this simulation the network area is 200mx200m.

The base station is placed at location x=100, y=100 in the network area. The dw:ll(un
des is taken
shows the different cluster formation in the network area. The number of node

jvalent to a
to be 200. The network is simulated for 2500 rounds. The rounds are equivaic

‘ssipati ifferent sources
certain time scale. After every round the encrgy dissipation factor from d1

: : de.
is accumulated to calculate the average energy left in each no
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{ Ngt“’ﬂ'l'k Simulation Parameters
4.1

Parameters

Values
/ Network Area S
/ Threshold distance, d0 SUETE)
__—consumed in the electronics circuit to transmit in or
EnergY receive the signal, Eelec 50 nJ/bit
—Energy consumed by the amplifier to transmit at a short | 10 pJ/bit/m,
distance, Ef

Energy consumed by the amplifier to transmit at a longer 0.0013 pJ/bit/my
distance, EMP
0 Data Aggregation Energy, EDA 5 nJ/bit/signal

Initial Energy, EO 0.5]

Selection Probability 0.1

The selection probability for a node to become a cluster head is taken as 0.1, i.e. out of all

the available nodes 10 percent can become cluster heads.

4.1: Algorithm:

The pseudocode or algorithm for software implement

thoroughly explained in this section.
L. Set network parameters as given in table 4.1
X &Y co-ordinates of the network area:

Location of Base Station BSx=100, BSy=100;

50

ation of this research work 18

«xm=200; ym=200
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Number of nﬂ'dES for simulation; n = 200;

Assign selection probability, p=0.1;

Get energy parameters as given in table 4. |

[nitialise random node positions

Assign initial cluster heads =0.

Assume (hat base station is also a node sp total no of nodes is n and with b
ase

station it 1S ntl.
[nitialize Counter for dead nodes, alive nodes, first dead node and packets

transmitted by the nodes.

; [nitialise counter for sleep nodes as zero and threshold energy for sleep or

inactivity as. th=0.00000000000001. The inactive nodes are checked and counter

for inactive nodes is incremented in each loop, as per below:

if (Sl(i).E{#h&& S1(i).E>0)
sl=s1+1;
end

8. The remaining no
he equation given in chapter 3.

s are seleceted and the distance is C

des are taken as the active nodes and participate in the clustering

process, as per t

9. The cluster head

alculated to derive the energy

dissipation in each round.
associated with the cluster heads for

10. The remaining nodes(non cluster heads) are
: : ¢ance from each
transmission of data packets
nodes to the available cluster head

for c=1:1:cluster1-1

temp=min(min_dis, sqrt( (S1(D-
if (temp<min_dis )
min_dis=temp;

min_dis_cluster1=C;

end
¢nd

51
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 Wireless sensor networks (WSNs) are a combination of wireless sensor nodes

ah sensing of various physical and environmental conditions. Recently, WSNs have Jound usage in a numper of applicati
s including medical, deffnfe' surveillance, farming etc. One of the important research aspects in WSN has bezipr ‘fﬂﬂﬂ;
e and effective mechanisms for data Jorwarding to enhance the energy efficien shing

arious topologies related to Wireless Sensor Networks has been presented. Also,
wting protocols has also been presented.

which have Computation capabilities

Cy in networks. In this paper, a survey of
a review of various existing energy efficient

L. INTRODUCTION

;ﬂrelfu::;o:is g;lv: ::;n;;dse;;sz; nﬁe; teusfnrm an extensive syst:em, Thte sensors can detect ecological Cﬂl:lditinns like

; ensor nodes communicate with each other or to the base station (control
WIEM sensing. Such sensor nodes are comprised a compact electronic modules which needs to be small and lightweight [1].
’T‘fmdﬂ"}"mg exploration of WSN was persuaded by the military applications. However, WSN has been progressively been
Ulized in non-military personnel applications. A sensor node most commonly consists of microprocessor or microcontroller based
TXSMg unil, sensing circuitry, a battery and a transceiver. A sensor unit is additionally separated into two sub units which are
vm ® Sensors and ADC. The analog signals produced by the sensors depending on the observed phenomenon is converted to
<14 signals by the ADC and then passed into the processing unit. Handling unit comprises from capacity, which is utilized for
rel “pacity of data and passes the data to different hubs to perform detecting task. Handset passes information to different hubs
"SI the system from the present hub. The power unit comprises of vitality sources, for example, batteries and sunlight based
“£14]. To make Sensor nodes versatile, an assemble gadget is utilized which makes the hub versatile to the earth. |
::su "odes collect the sensed data for a period of time and can send it to the nearest base station themselves through direct
‘::hhﬂu@ this is the most common approach, the use of this method leads to heavy nehvm:k trafﬁc and as thednocilz::
“'hin.:h ~€Tey. this reduces the network's lifetime. The sensor network consists of a sensor field in wh:: l: :;:ﬁ;\’mﬂum
L. {:’ field are scattereq, Multi-hop techniques and router-based l'nﬁ'a:‘tn'ucture can be used to prer';eted Alowtion B G

& the network’s long run. The dynamic parameters present in this type of network are restric

that coylg dynamically change depending on the application:

i p ‘
b Availabiligy,
h IIM]a-l'-"lhl)

]mﬂ”'ask_
. .

" O hierarch; : ‘ managem

iy Mierarchi cl protocols were designed to address issues of energy g

4 fnﬂdﬂﬂ. Eac
i, ¢ based on the conceplts that the nearby nodes form a cluster or group 0

; 3 ases the Cnergy
02N gy d node knowr as cluster head which then forwards it to the base station. This incre

: Y . H k in
e RATURE SURVEY . A pioneering wor
- IL LITE . Wireless Sensor Network. A pi ocol that uses

Justering-based prot -
clustering-based pro ink node, in

: the st
or transferring data to
lled as cluster heads for also a tool for fault tolerance [1]. The

: ' tion is

Al Rights are Reserved
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g anize themselves into clusters to randomly elect themse
sors Orgate
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' ; In an epoch using a

rotocol, however, s not heterogeneous in the Way that sensors dje faster th

CHp energy difference at some threshold between these nodes iy the n
|s an

an-a more uniform
=% : Clwork, A Probability-based clustering algori
in the Distributed Energy-Efficient Clustering Algorithm (DEEC) [ INg algorithm was
| ;;d relationship between each node's residual energy and the network
jhout the

2]. DEEC chooses cluster heads based on information
- However. thi !
0ol energy consumption information to he shareu:".l bet ; ’:2;5(52;2;1:;]3::::;:
Jditiona ity-aware protocol that does not require sharing of energy knnwledgc but is bag i
mﬂ“ﬁ"fﬂ : to be elected cluster head based on their respective energy, -
,omhlhtllﬁselml ed and distributed on the basis of each node's fraction
mﬂdm“[)FEE C [16]. two variations of DEEC are the routing protocol for heterogeneouys networks has
“d;‘;; adaptive clustering protocols. In H-DEEC, basc ini
N :

Ives as heads
LEA

probabilistic method, The
here

energy setting [10], when

.an. Unlike SEP and DEEC, in a heterogeneous wirele
gtion. U

§S sensor network H-DEEC and MH
considers the problem of locating base station outside
yso

the network.

111. MATHEMATICAL MODEL OF WSN
o many research on wireless sensor networks, the first order radio model is used. Ene

rgy is dissipated while transmitting and
communication

is d2 when Propagation is in line of sight and d4 for long-

sing resulting in a steady volume

: is a predetermined number of clusters for the WSN.
They will pass the data on the predefined path i i are numbered according to their distance based on the
Some sensors are further away from the base stati

» 1.€. the same power |evel

is required for communication between any two nodes. It is considered that
there are no modifications in topology. Thus, to

transmit a message of length to a distance d, the energy is given as:

do= Sqn(Emp/ Eg)
e

(1)
| Et(k,d)=Egec*k+E ,, *k*d, (2)
> d,
, En(k,d)=E gec*k+Emp*k*d, (3)
i’“qllﬂn B]Hgy:
W En(k)=Eecc*k (4)
T Eelecis the energy dissipat

i ively.
ed in transmission and reception, Efs and Emp are free space and amplifier enegy respectively

| |
l Le LEAd) 4 - S

---------
i————-——n—l——'—'

Receiver
Transmitter
Fig 1: The First order radio model
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above shows a pictorial representation of a radio m

dia mm @ o w
The-,,,erguse the same type of electronic circuitry and therefore
|

5),mnu-:lriw.*:*a«l to one another,

odel of first order.

For each data bit ¢ i
their energies are 2 g

the transmi
Ccumulated as b

‘Eelec’.
merﬂfﬂm The nodes of the SENSsor are

v, CONCLUSION

; ng schemes. In this
arious concepls relate.d 15 WSNTIAS T prezsented alongwith a brief overview of the various packet tl?:nwarper :u: E"':W uft.me
protocols. This study will further be backed up with a novel proposal for clusterin g in WSN. g or routing
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