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ABSTRACT 

 

Today, we’re surrounded by data like oxygen. The exponential growth of data first presented 

challenges to cutting-edge businesses such as Google, Yahoo, Amazon, Microsoft, Facebook, 

Twitter etc. Data volumes to be processed by cloud applications are growing much faster than 

computing power. This growth demands new strategies for processing and analyzing 

information. Hadoop-Map Reduce has become a powerful Computation Model addresses to 

these problems. Hadoop HDFS became more popular amongst all the Big Data tools as it is open 

source with flexible scalability, less total cost of ownership & allows data stores of any form 

without the need to have data types or schemas defined. Hadoop Map Reduce is a programming 

model and software framework for writing applications that rapidly process vast amounts of data 

in parallel on large clusters of compute nodes. In this paper I have provided an overview, 

architecture and components of Hadoop, HCFS (Hadoop Cluster File System) and Map Reduce 

programming model, its various applications and implementations in Cloud Environments. 
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Chapter 1 

Introduction 

 

The IT industry is always developing new technologies, and big data is the one of them. With the 

developments of the cloud storage, big data has attracted more and more attention. Due to the 

emergence of the Internet, the big data technology will accelerate the innovation of the 

enterprises, lead the revolution of the business mode and create unlimited commercial 

opportunities. Big data is a field that treats ways to analyze, systematically extract information 

from, or otherwise deal with data sets that are too large or complex to be dealt with by 

traditional data-processing application software. Data with many cases (rows) offer 

greater statistical power, while data with higher complexity (more attributes or columns) may 

lead to a higher false discovery rate. Big data challenges include capturing data, data 

storage, data analysis, search, sharing, transfer, visualization, querying, updating, information 

privacy and data source. Big data was originally associated with three key concepts 

volume, variety, and velocity. When we handle big data, we may not sample but simply observe 

and track what happens. Therefore, big data often includes data with sizes that exceed the 

capacity of traditional software to process within an acceptable time and value. Current usage of 

the term big data tends to refer to the use of predictive analytics, user behavior analytics, or 

certain other advanced data analytics methods that extract value from data, and seldom to a 

particular size of data set. "There is little doubt that the quantities of data now available are 

indeed large, but that's not the most relevant characteristic of this new data ecosystem." Analysis 

of data sets can find new correlations to "spot business trends, prevent diseases, and combat 

crime and so on." Scientists, business executives, practitioners of medicine, advertising 

and governments alike regularly meet difficulties with large data-sets in areas including Internet 

searches, fintech, urban informatics, and business informatics.  

 

1.1  Current situation of the big data  

In recent years, we have been drowning in the ocean of data that was produced by the 

development of the Internet, the Mobile Internet, the Internet of Things (loT) and the Social 

Networks. A photo that uploaded to Instagram is about 1MB; a video that uploaded to YouTube 

is about dozens of Mega sizes. Chatting online, browsing websites, playing online games, and 

shopping online will also turn into data that may be stored in any corner in the world. Hence, 

how much data is there in our daily life? According to a report of IBM, there are 2.5 quintillion 

bytes of data that we create every day. Ninety percent of that data was created in the recent two 

years. That means, in one day, the data that appears on the Internet can fill 168 million DVDs the 

volume of data has increased from Terabyte level to Petabyte level. The reducing price of 

https://en.wikipedia.org/wiki/Data_set
https://en.wikipedia.org/wiki/Data_processing
https://en.wikipedia.org/wiki/Application_software
https://en.wikipedia.org/wiki/Statistical_power
https://en.wikipedia.org/wiki/False_discovery_rate
https://en.wikipedia.org/wiki/Automatic_identification_and_data_capture
https://en.wikipedia.org/wiki/Computer_data_storage
https://en.wikipedia.org/wiki/Computer_data_storage
https://en.wikipedia.org/wiki/Data_analysis
https://en.wikipedia.org/wiki/Data_sharing
https://en.wikipedia.org/wiki/Data_transmission
https://en.wikipedia.org/wiki/Data_visualization
https://en.wikipedia.org/wiki/Query_language
https://en.wikipedia.org/wiki/Information_privacy
https://en.wikipedia.org/wiki/Information_privacy
https://en.wikipedia.org/wiki/Predictive_analytics
https://en.wikipedia.org/wiki/User_behavior_analytics
https://en.wikipedia.org/wiki/Government_database
https://en.wikipedia.org/wiki/Web_search_engine
https://en.wikipedia.org/wiki/Web_search_engine
https://en.wikipedia.org/wiki/Fintech
https://en.wikipedia.org/wiki/Business_informatics
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computer hardware and the production of supercomputers make it possible to deal with large and 

complex data.  

 

1.2  The definition of Big Data  

Finding a way to define the Big Data is not easy, but authors hold the same view with Ohlhosrt 

(2012) that Big Data is the large and complex data that is difficult to use the traditional tools to 

store, manage, and analyze in an acceptable duration. Therefore, the Big Data needs a new 

processing model which has the better storage, decision-making, and analyzing abilities. This is 

the reason why the Big Data technology was born. The Big Data technology provides a new way 

to extract, interact, integrate, and analyze of Big Data. The Big Data strategy is aiming at mining 

the significant valuable data information behind the Big Data by specialized processing. In other 

words, if comparing the Big Data to an industry, the key of the industry is to create the data 

value by increasing the processing capacity of the data. 

 

1.3  Types of Big Data 

 1.3.1 Structured Data 

Any data that can be stored, accessed and processed in the form of fixed format is termed             

as 'structured' data. Over the period of time, talent in computer science has achieved greater 

success in developing techniques for working with such kind of data (where the format is well 

known in advance) and also deriving value out of it. However, nowadays, we are foreseeing 

issues when a size of such data grows to a huge extent, typical sizes are being in the rage of 

multiple petabytes. 

1.3.2 Unstructured 

Any data with unknown form or the structure is classified as unstructured data. In addition to the 

size being huge, un-structured data poses multiple challenges in terms of its processing for 

deriving value out of it. A typical example of unstructured data is a heterogeneous data source 

containing a combination of simple text files, images, videos etc. Now day organizations have 

wealth of data available with them but unfortunately, they don't know how to derive value out of 

it since this data is in its raw form or unstructured format. 

1.3.3 Semi-structured 

Semi-structured data can contain both the forms of data. We can see semi-structured 

data as a structured in form but it is actually not defined with e.g. a table definition in 
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relational DBMS. Example of semi-structured data is a data represented in an XML 

file. 

 

 

 

Figure 1.1 Different types of data 

 

1.4 The characteristics of Big Data 

According to a research report from Gartner (Doug, 2001), the growth of the data is three-

dimensional, which is volume, velocity and variety. So far, there are many industries still use the 

3Vs model to describe the Big Data. However, the Big Data is not only 3Vs but also has some 

other characteristics. The first one is the volume. As mentioned, the volume of Big Data has 

moved from Terabyte level to Petabyte level. The second one is the variety. Compared with the 

traditional easy to storage structured text data, there is now an increasing amount unstructured 

data that contains web logs, audio, video, pictures, and locations. Data no longer needs to be 

stored as traditional tables in databases or data warehouses but also stored as variable data types 

at the same time. To meet this requirement, it is urgent to improve the data storage abilities. Next 

is velocity. Velocity is the most significant feature to distinguish the Big Data and the traditional 

data mining. In the Age of Big Data, the volume of high concurrency access of users and 

submittion data are huge. Velocity of interactive response occurs when a user submits his or her 

request to the server and the corresponding speed should be fast instead of making the users 

waiting for a long time. Taking the Facebook as example, when billions of users submit their 
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request to access to Facebook at the same time, this requires a rapid speed of interactive response 

to each user.  The rate of valuable data is in inverse proportion to the total data volume so that 

the ratio of valuable data is quite low. For instance, under the continuously monitoring of a one-

hour video, the useful data may be a few seconds only. How to combine the business logic and 

powerful algorithm to mine the treasure is the hardest puzzle of the big data technology. Last but 

not at least is the online property. Big Data is always online and can be accessed and computed. 

With the rapid developments of the Internet, the Big Data is not only big but is also getting 

online. Online data is meaningful when the data connects to the end users or the customers. 

Taking an example, when users use Internet applications, the users‘ behavior will be delivered to 

the developers immediately. These developers will optimize the notifications of the applications 

by using some methods to analyze the data. Pushing the notifications that users want to see most 

is also a brilliant way to promote the user experience. 

Volume: With all the data in the world growing two times in every two years, there is a need for 

an efficient and scalable platform to serve the large datasets that are going to be produced in 

future as well. 

Variety: The database system should be able to store and process of a variety of structured, 

unstructured or semi-structured data in any format (Examples: XML, JSON, CSV, JPEG, PDF). 

Veracity: Gone are the days, where few business executives take market      decisions.   The 

truthfulness of the decisions made by analytics depends upon the veracity of the data, which 

ultimately drives business. 

Velocity: The speed at which data is growing is tremendous and there lies a need for 

organizations to predict future‘s data. 
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Figure 1.2 4V‟S of big data 

 

1.4.1 Other important characteristics of Big Data are 

 Exhaustive: Whether the entire system (i.e., =all) is captured or recorded or not. 

 Fine-grained and uniquely lexical: Respectively, the proportion of specific data of 

each element per element collected and if the element and its characteristics are 

properly indexed or identified. 

 Relational:  If the data collected contains common fields that would enable a 

conjoining, or meta-analysis, of different data sets. 

 Extensional:  If new fields in each element of the data collected can be added or 

changed easily. 

 Scalability:  If the size of the data can expand rapidly. 

 Value: The utility that can be extracted from the data. 

 Variability:  It refers to data whose value or other characteristics are shifting in 

relation to the context in which they are being generated. 
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Figure 1.3 shows the growth of big data 

 

1.5 Architecture of big Data 

Big data repositories have existed in many forms, often built by corporations with a special need. 

Commercial vendors historically offered parallel database management systems for big data 

beginning in the 1990s. For many years, Intercrop published the largest database report.  

Teradata Corporation in marketed the parallel processing DBCS 1012 system. Teradata systems 

were the first to store and analyze 1 terabyte of data in 1992. Hard disk drives were 2.5 GB in 

1991 so the definition of big data continuously evolves according to Kryder's Law. Teradata 

installed the first petabyte class RDBMS based system in 2007. As of 2017, there are a few 

dozen petabyte class Teradata relational databases installed, the largest of which exceeds 50 PB. 

Systems up until 2008 were 100% structured relational data. Since then, Teradata has added 

unstructured data types including XML.  

In 2000, Seisint Inc. developed a C++-based distributed platform for data processing and 

querying known as the HPCC Systems platform. This system automatically partitions, 

distributes, stores and delivers structured, semi-structured, and unstructured data across multiple 

commodity servers. Users can write data processing pipelines and queries in a declarative 

dataflow programming language called ECL. 

 Data analysts working in ECL are not required to define data schemas upfront and can rather 

focus on the particular problem at hand, reshaping data in the best possible manner as they 

develop the solution. In 2004, LexisNexis acquired Seisint Inc. and their high-speed parallel 

https://en.wikipedia.org/wiki/Teradata
https://en.wikipedia.org/wiki/DBC_1012
https://en.wikipedia.org/wiki/Mark_Kryder#Kryder's_law_projection
https://en.wikipedia.org/wiki/XML
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/HPCC_Systems
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processing platform and successfully utilized this platform to integrate the data systems of 

Choice point Inc. when they acquired that company in 2008. In 2011, the HPCC systems 

platform was open-sourced under the Apache v2.0 License.CERN and other physics experiments 

have collected big data sets for many decades, usually analyzed via high-throughput 

computing rather than the map-reduce architectures usually meant by the current "big data" 

movement.In 2004, Google published a paper on a process called Map Reduce that uses a similar 

architecture. The Map Reduce concept provides a parallel processing model, and an associated 

implementation was released to process huge amounts of data. With Map Reduce, queries are 

split and distributed across parallel nodes and processed in parallel (the Map step). The results 

are then gathered and delivered (the Reduce step). The framework was very successful, so others 

wanted to replicate the algorithm. Therefore, an implementation of the Map Reduce framework 

was adopted by an Apache open-source project named Hadoop. Apache Spark was developed in 

2012 in response to limitations in the Map Reduce paradigm, as it adds the ability to set up many 

operations (not just map followed by reducing).MIKE2.0 is an open approach to information 

management that acknowledges the need for revisions due to big data implications identified in 

an article titled "Big Data Solution Offering‖. The methodology addresses handling big data in 

terms of useful permutations of data sources, complexity in interrelationships, and difficulty in 

deleting (or modifying) individual records. 2012 studies showed that multiple-layer architecture 

is one option to address the issues that big data presents. A distributed parallel architecture 

distributes data across multiple servers; these parallel execution environments can dramatically 

improve data processing speeds. This type of architecture inserts data into a parallel DBMS, 

which implements the use of Map Reduce and Hadoop frameworks. This type of framework 

looks to make the processing power transparent to the end-user by using a front-end application 

server. The data lake allows an organization to shift its focus from centralized control to a shared 

model to respond to the changing dynamics of information management. This enables quick 

segregation of data into the data lake, thereby reducing the overhead time.  

 

 

 

 

 

https://en.wikipedia.org/wiki/CERN
https://en.wikipedia.org/wiki/High-throughput_computing
https://en.wikipedia.org/wiki/High-throughput_computing
https://en.wikipedia.org/wiki/Google
https://en.wikipedia.org/wiki/MapReduce
https://en.wikipedia.org/wiki/Implementation
https://en.wikipedia.org/wiki/Apache_Hadoop
https://en.wikipedia.org/wiki/Apache_Spark
https://en.wikipedia.org/wiki/MIKE2.0_Methodology
https://en.wikipedia.org/wiki/Permutation
https://en.wikipedia.org/wiki/Complexity
https://en.wikipedia.org/wiki/List_of_file_systems#Distributed_parallel_file_systems
https://en.wikipedia.org/wiki/Data_lake


8 
 

 

Figure 1.4 Big Data Processing 

 

1.6 Basic Data Processing Platform 

Distributed Data Processing (DDP) is not only a technical concept but also a logical structure. 

The concept of DDP is based on the principle that can achieve both centralized and decentralized 

information service.  

1.6.1 Capability components of DDP Platform  

DDP platforms have different capability components to help it to complete the whole process. 

Different capability components are responsible for different jobs and aspects. The following 

sections will introduce the most important capability components of a DDP platform.  

 File Storage: The file storage capability component is the basic unit of data management 

in the data processing architecture. It aims to provide a fast and reliable access ability to 

meet the needs of large amount of data computing. 

 

 Data Storage: The data storage capability component is an advanced unit of data 

management in the data processing architecture. It aims to store the data according to an 

organized data model and to provide an independent ability of deleting and modifying 

data. IBM DB2 is a good example of a data storage capability component.  

 

 Data Integration: The data integration capability component integrates the different data 

which has different sources, formats, and characters into units to support the data input 

and output between multiple data sources and databases. Oracle Data Integrator is an 

example of data integration component.  

 Data Computing: The data computing capability component is the core component of 

the whole platform. It aims to solve the specific problem by using the computing 

resources of the processing platform. Taking MPI (Message Passing Interface) which is 
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commonly used in parallel computing as an example, it is a typical data computing 

component. In the Big Data environment, the core problem is how to split the task that 

needs huge computing ability to calculate. 

 

 Data analysis: The data analysis capability component is the closest component to the 

users in the data processing platform. It aims to provide an easy way to support the user 

to extract the data related to their purpose from the complex information. For instance, as 

a data analysis component, SQL (Structured Query Language) provides a good analysis 

method for the relational databases. Data analysis aims at blocking the complex technical 

details in the bottom layer of the processing platform for the users by abstract data access 

and analysis. Through the coordinates of data analysis components, the users can do the 

analysis by using the friendly interfaces rather than concentrate on data storage format, 

data streaming and file storage.  

 

 

 Platform Management: The platform management capability component is the 

managing component of the data processing. It aims to guarantee the safety and stability 

for the data processing. In the Big Data processing platform, it may consist of a large 

amount of servers that may be distributed in different locations. On this occasion, how to 

manage these servers‘ work efficiently to ensure the entire system running is a 

tremendous challenge. 

1.7 Data processing Using Big Data 

Big Data processing involves steps very similar to processing data in the transactional or data 

warehouse environments. Figure 1.5 shows the different stages involved in the    processing of 

Big Data; the approach to processing Big Data is The connection between big data and data 

preprocessing throughout all families of methods and big data technologies are also examined, 

including a review of the state-of-the-art. In addition, research challenges are discussed, with 

focus on developments on different big data framework, such as Hadoop, Spark and Flink and 

the encouragement in devoting substantial research efforts in some families of data preprocessing 

methods and applications on new big data learning paradigms. 

 

https://www.sciencedirect.com/topics/computer-science/data-warehouses
https://www.sciencedirect.com/topics/computer-science/data-warehouses
https://www.sciencedirect.com/topics/computer-science/processing-big-data
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Figure 1.5 Different Stage of data 

● Gather the data. 

● Analyze the data. 

● Process the data. 

● Distribute the data. 

While the stages are similar to traditional data processing the key differences are: 

 

● Data is first analyzed and then processed. 

● Data standardization occurs in the analyze stage, which forms the foundation for the distribute 

Stage where the data warehouse integration happens. 

● there is not special emphasis on data quality except the use of metadata, master data, and 

semantic libraries to enhance and enrich the data. 

● Data is prepared in the analyze stage for further processing and integration. 

The stages and their activities are described in the following sections in detail, including the use 

of metadata, master data, and governance processes. 

 

1.7.1 Gather Stage 

 

Data is acquired from multiple sources including real-time systems, near-real-time systems, and 

batch-oriented applications. The data is collected and loaded to a storage environment 

like Hadoop or MySQL. Another option is to process the data through a knowledge discovery 

platform and store the output rather than the whole data set. 

https://www.sciencedirect.com/topics/computer-science/data-standardization
https://www.sciencedirect.com/topics/computer-science/master-metadata
https://www.sciencedirect.com/topics/computer-science/governance-process
https://www.sciencedirect.com/topics/computer-science/real-time-systems
https://www.sciencedirect.com/topics/computer-science/hadoop
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1.7.2 Analysis stage 

 

The analysis stage is the data discovery stage for processing Big Data and preparing it for 

integration to the structured analytical platforms or the data warehouse. The analysis stage 

consists of tagging, classification, and categorization of data, which closely resembles the subject 

area creation data model definition stage in the data warehouse. 

Tagging: A common practice that has been prevalent since 2003 on the Internet for data sharing. 

Tagging is the process of applying a term to an unstructured piece of information that will 

provide a metadata-like attribution to the data. Tagging creates a rich nonhierarchical data set 

that can be used to process the data downstream in the process stage. 

Classify: Unstructured data comes from multiple sources and is stored in the gathering process. 

Classification helps to group data into subject-oriented data sets for ease of processing. For 

example, classifying all customer data in one group helps optimize the processing of 

unstructured customer data. 

Categorize: the process of categorization is the external organization of data from a storage 

perspective where the data is physically grouped by both the classification and then the data type. 

Categorization will be useful in managing the life cycle of the data since the data is stored as a 

write-once model in the storage layer. 

 

1.7.3 Process stage 

 

Processing Big Data has several sub stages, and the data transformation at each sub stage is 

significant to produce the correct or incorrect output. 

  

1.7.4 Context processing 

Context processing relates to exploring the context of occurrence of data within the unstructured 

or Big Data environment. The relevancy of the context will help the processing of the 

appropriate metadata and master data set with the Big Data. 

 

1.1 Advantages of Big Data 

 

The vast majority of companies say that the benefits of big data are substantial. In the New 

Vantage Partners survey, 73.2 percent of executives said that they had seen measurable business 

results from their efforts. In addition, "Those executives who responded 'no' believe that it is too 

early to tell what impact these investments will have on their firm." 

Enterprises report multiple advantages of big data, including the following: 

https://www.sciencedirect.com/topics/computer-science/downstream-data
https://www.sciencedirect.com/topics/computer-science/processing-big-data
https://www.sciencedirect.com/topics/computer-science/big-data-environment
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 Better decision-making: In the New Vantage Partners survey, 36.2 percent of respondents 

said that better decision-making was the number one goal of their big data analytics 

efforts. In addition, 84.1 percent had started working toward that goal, and 59.0 percent 

had experienced some measurable success, for an overall success rate of 69.0 percent. 

Analytics can give business decision-makers the data-driven insights they need to help 

their companies compete and grow. 

 Increased productivity: A separate survey from vendor Sync sort found that 59.9 percent 

of respondents were using big data tools like Hadoop and Spark to increase business user 

productivity. Modern big data tools are allowing analysts to analyze more data, more 

quickly, which increases their personal productivity. In addition, the insights gained from 

those analytics often allow organizations to increase productivity more broadly 

throughout the company. 

 Reduce costs: Both the Sync sort and the New Vantage surveys found that big data 

analytics were helping companies decrease their expenses. Nearly six out of ten (59.4 

percent) respondents told Sync sort big data tools had helped them increase operational 

efficiency and reduce costs, and about two thirds (66.7 percent) of respondents to the 

New Vantage survey said they had started using big data to decrease expenses. 

Interestingly, however, only 13.0 percent of respondents selected cost reduction as their 

primary goal for big data analytics, suggesting that for many this is merely a very 

welcome side benefit. 

 Improved customer service: Among respondents to the New Vantage survey, improving 

customer service was the second most common primary goal for big data analytics 

projects, and 53.4 percent of companies had experienced some success in this regard. 

Social media, customer relationship management (CRM) systems and other points of 

customer contact give today's enterprises a wealth of information about their customers, 

and it is only natural that they would use this data to better serve those customers. 

 Fraud detection: Another common use for big data analytics — particularly in the 

financial services industry — is fraud detection. One of the big advantages of big data 

analytics systems that rely on machine learning is that they are excellent at detecting 

patterns and anomalies. These abilities can give banks and credit card companies the 

ability to spot stolen credit cards or fraudulent purchases, often before the cardholder 

even knows that something is wrong. 

 Increased revenue: When organizations use big data to improve their decision-making 

and improve their customer service, increased revenue is often the natural result. In the 

Sync sort survey, more than half of respondents (54.7 percent) said they were using big 

data tools to increase revenue and accelerate growth based on better insights. 

http://www.syncsort.com/en/Resource-Center/BigData/Webcasts/2018-Big-Data-Trends-Liberate,-Integrate,-Trust
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 Increased agility: Again, from the Sync sort report, 41.7 percent of respondents said that 

one of the benefits of big data was the ability to increase business/IT agility. Many 

organizations are using their big data to better align their IT and business efforts, and they 

are using their analytics to support faster and more frequent changes to their business 

strategies and tactics. 

 Greater innovation: Innovation is another common benefit of big data, and the New 

Vantage survey found that 11.6 percent of executives are investing in analytics primarily 

as a means to innovate and disrupt their markets. They reason that if they can glean 

insights that their competitors don't have, they may be able to get out ahead of the rest of 

the market with new products and services. 

 Faster speed to market: Along those same lines, executives also told New Vantage that 

they were using big data to achieve faster time-to-market. Only 8.8 percent said that this 

was their number one goal for big data, but 53.6 percent have started working toward that 

goal, and of those, 54.1 percent had achieved some success. This advantage of big data is 

also likely to result in additional benefits, such as faster growth and higher revenue. 

1.2 Disadvantages of Big Data 

 

On the other side of the equation, many companies have also reported significant challenges 

when implementing big data analytics initiatives. Reported disadvantages of big data include the 

following: 

 Need for talent: Data scientists and big data experts are among the most highly coveted 

and highly paid workers in the IT field. The At Scale survey found that the lack of a big 

data skill set has been the number one big data challenge for the past three years. And in 

the Sync sort survey, respondents ranked skills and staff as the second biggest challenge 

when creating a data lake. Hiring or training staff can increase costs considerably, and the 

process of acquiring big data skills can take considerable time. 

 Data quality: In the Sync sort survey, the number one disadvantage to working with big 

data was the need to address data quality issues. Before they can use big data for 

analytics efforts, data scientists and analysts need to ensure that the information they are 

using is accurate, relevant and in the proper format for analysis. That slows the reporting 

process considerably, but if enterprises don't address data quality issues, they may find 

that the insights generated by their analytics are worthless or even harmful if acted upon. 

 Need for cultural change: Many of the organizations that are utilizing big data analytics 

don't just want to get a little bit better at reporting, they want to use analytics to create a 
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data-driven culture throughout the company. In fact, in the New Vantage survey, a full 

98.6 percent of executives said that their firms were in the process of creating this new 

type of corporate culture. However, changing culture is a tall order. So far, only 32.4 

percent were reporting success on this front. 

 Compliance: Another thorny issue for big analytics efforts is complying with 

government regulations. Much of the information included in companies' big data stores 

is sensitive or personal, and that means the firm may need to ensure that they are meeting 

industry standards or government requirements when handling and storing the data. In the 

Sync sort survey, data governance, including compliance, was the third most significant 

barrier to working with big data. In fact, when respondents were asked to rank big data 

challenges on a scale from (most significant) to 5 (least significant), this disadvantage of 

big data got more 1s than another other challenge. 

 Cyber security risks: Storing big data, particularly sensitive data, can make companies a 

more attractive target for cyberattackers. In the At Scale survey, respondents have 

consistently listed security as one of the top challenges of big data, and in the New 

Vantage report, executives ranked cyber security breaches as the single greatest data 

threat their companies face. 

 Rapid change: Another potential drawback to big data analytics is that the technology is 

changing rapidly. Organizations face the very real possibility that they will invest in a 

particular technology only to have something much better come along a few months later. 

Sync sort respondents ranked this disadvantage of big data fourth among all the potential 

challenges they faced. 

 Hardware needs: Another significant issue for organizations is the IT infrastructure 

necessary to support big data analytics initiatives. Storage space to house the data, 

networking bandwidth to transfer it to and from analytics systems, and compute resources 

to perform those analytics are all expensive to purchase and maintain. Some 

organizations can offset this problem by using cloud-based analytics, but that usually 

doesn't eliminate the infrastructure problems entirely. 

 Costs: Many of today's big data tools rely on open source technology, which 

dramatically reduces software costs, but enterprises still face significant expenses related 

to staffing, hardware, maintenance and related services. It's not uncommon for big data 

analytics initiatives to run significantly over budget and to take more time to deploy than 

IT managers had originally anticipated. 

 Difficulty integrating legacy systems: Most enterprises that have been around for very 

many years have siloed data in a variety of different applications and systems throughout 

https://www.datamation.com/big-data/big-data-challenges.html
https://www.datamation.com/big-data/big-data-challenges.html
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their environments. Integrating all those disparate data sources and moving data where it 

needs to be also adds to the time and expense of working with big data. 

 

Features Big Data Hadoop 

Definations  Big data refers to the large 

volume of data both 

structured and unstructured. 

Hadoop is framework to 

process large amount of data 

Significance  Big data has no significant 

until it process. 

It is tools that make a big 

data very meaningful by 

processing the data. 

Storage It is very difficult to store big 

data because its comes in 

both structured and 

unstructured data. 

Apache hadoop HDFS is 

capable for storing the data 

Accessibility When it comes to accessing 

big data is very difficult. 

Hadoop framework lets you 

access and process the data 

Table 1.1 Difference between big data and hadoop 
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Chapter 2 

Literature Review 

 

2.1 Big Data Hadoop 

Hadoop is a distributed system infrastructure researched and developed by the Apache 

Foundation. The users can develop the distributed applications although they do not know the 

lower distributed layer so that the users can make full use of the power of the cluster to perform 

the high-speed computing and storage. The core technologies of Hadoop are the Hadoop 

Distributed File System (HDFS) and the Map Reduce. HDFS provides the huge storage ability 

while Map Reduce provides the computing ability of the Big Data. Since HDFS and Map Reduce 

have become open source, their low cost but high processing performance helped them to be 

adopted by many enterprises and organizations. With the popularity of the Hadoop technologies, 

there are more tools and technologies which are developed on the basis of the Hadoop 

framework.  

2.1.1 Relevant Hadoop Tools 

Hadoop has developed a collection of many projects. Although the core technologies are HDFS 

and Map Reduce, Chukwa, Hive, Hbase, Pig, Zookeeper and so on are also indispensable. They 

provide the complementary services and higher level service on the core layer.  

 Map Reduce is a programming model for parallel computing on the large-scale data sets. 

The concepts of Mapping and Reducing are referenced to the functional programming 

languages. The programmers who are not familiar with distributed parallel programming 

can also run their programs on the distributed system. 

 HDFS is a distributed file system. Because is high fault-tolerant, it can be applied on the 

low-cost hardware. By providing the high throughput access to the data of the 

applications, it is suitable for applications which contain the huge data sets. 

 Chukwa is an open source data collection system which is used for data monitoring and 

analysis. Chukwa is built on the HDFS and Map Reduce framework. Chukwa stores the 

data by HDFS and relies on the Map Reduce to manage the data. Chukwa is a flexible 

and powerful tool to display, monitoring, and analyze the data. 

 Hive was originally designed by Facebook. It is a data warehouse based on the Hadoop 

which provides data sets searching, special query, and analysis. Hive is a structured data 

mechanism which supports the SQL query languages like RDBMS to  

 

 Help those users who are familiar with SQL queries. This kind of query language is 

called Hive QL. In fact, the traditional Map Reduce programmers can query data on the 
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Mapper or Reducer by using Hive QL. The Hive compiler will compile the Hive QL into 

a Map Reduce task. 

  Hbase is a distributed and open source database. As mentioned in Chapter2, the concepts 

of Hadoop originally came from Google; therefore, Hbase shares the same data model. 

Because the forms of Hbase are loose and the users can define various columns. Hbase is 

usually used for Big Data.  

  Pig is a platform which was designed for the analysis and evaluation of the Big Data. 

The significant advantage of its structure is that it can afford the highly parallel test 

which is based on the parallel computing. Currently, the bottom layer of the Pig is 

composed of a complier. When the complier is running, it will generate some program 

sequences of Map Reduce.  

 Zookeeper is an open source coordination service for the distributed applications. It is 

used mainly to provide users‘ synchronization, configuration management, grouping, and 

naming services. It can reduce the coordination tasks for the distributed applications. 

2.2 Hadoop Distributed File System (HDFS) 

HDFS is the master/slave structure. The Name node is the master node, while the Data node is 

the slave node. Documents are stored as data blocks in the Data node. The default size of a data 

block is 64M and it cannot be changed. If the files are less than a block data size, HDFS will not 

take up the whole block storage space. The Name node and the Data node normally run as Java 

programs in the Linux operating system. The Name node which is the manager of the HDFS is 

responsible for the management of the namespace in the file system. It will put all the folders and 

files metadata into a file system tree which maintains all the metadata of the files directories. At 

the same time, Name node also saves the corresponding relations between each file and the 

location of the data block. Data node is the place to store the real data in the system. However, 

all the data is not stored on the hard drives but will be collected when the system starts to find the 

resource data server of the required documents. The Secondary Name node is a backup node for 

the Name node. If there is only one Name node in the Hadoop cluster environment, the Name 

node will obviously become the weakest point of the process in the HDFS. Once the failure of 

the Name node occurs, it will affect the whole operation of the system. This is the reason why 

Hadoop designed the Secondary Name node as the alternative backup. The Secondary Name 

node usually runs on a separate physical computer and keeps communication at certain time 

interval to keep the snapshot of the file system metadata with the Name node so that it can 

recovery the data immediately in case some error happens. The Data node is the place where the 

real data is saved and handles most of the fault-tolerant mechanism. The files in HDFS are 

usually divided into multiple data blocks stored in the form of redundancy backup in the Data 

node. The Data node reports the data storage lists to the Name node regularly so that the user can 

obtain the data by directly access to the Data Node. The Client is the HDFS user. It can read and 

write the data though calling the API    provided by HDFS. While in the read and write process, 
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the client first needs to obtain the metadata a information from the Name node, and then the 

client can perform the corresponding read and write operations. 

 

 

Figure 2.1 HDFS Architecture 

2.2.1 Data Reading Process in HDFS 

The data reading process in HDFS is not difficult. It is similar to the programming logic which 

has created the object, i.e., calling the method and performing the execution. The following 

section will introduce the reading processing of the HDFS. Figure2.1 HDFS reading process. 

There are six steps when the HDFS has the reading process:  

 The client will generate a DistributedFileSystem object of the HDFS class library and 

uses the open () interface to open a file. 

  DistributedFileSystem sends the reading request to the Name node by using the 

Remote Procedure Call Protocol to obtain the location address of the data block. After 

the calculating and sorting the distance between the client and the Data node,   the 

Name node will return the location information of the data block to the Distributed 

File System. 

 

 After, the DistributedFileSystem has already received the distances and address of the 

data block; it will generate a FS Data Input Stream object instance to the client. At the 

same time, the FSDataInputStream also encapsulates a DFS Input Stream object 

which is responsible for saving the storing data blocks and the address of the Data 

node. 

 After receiving the calling method, the encapsulated DFS Input Stream of 

FSDataInputStream will choose the nearest Data node to read and return the data to 

the client.  
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 When all the data has been read successfully, the DFSInputStream will be in charge 

of closing the link between the client and the Data node.  

 

While the DFSInputStream is reading the data from the Data node, it is hard to avoid the failure 

that may be caused by network disconnection or node errors. When this happens, 

DFSInputStream will give up the failure Data node and select the nearest Data node. In the later 

reading process, the disfunctioning Data node will not be adopted anymore. It is observed that 

HDFS separates the index and data reading to the Name node and Data node. The Name node is 

in charge of the light file index functions while the heavy data reading is accomplished by 

several distributed Data nodes. This kind of platform can be easily be adapted to the multiple 

user access and huge data reading. 

 

 
 

Figure 2.2 Data Reading Process 

 

 

 

2.2.2 Data Writing Process in HDFS  

 The data writing process in HDFS is the opposite process of the reading but the writing 

process is more complex. The following section will introduce the writing process in 

HDFS briefly 

 The structure of HDFS reading process is similar to the writing process. There are the 

following seven steps: 
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Fig. 2.3 Data Writing Process 

 

 The client generates a DistributedFileSystem object of the HDFS class library and uses 

the create () interface to open a file.  

 DistributedFileSystem sends the writing request to the Namenode by using the Remote 

Procedure Call Protocol (RPC). The Namenode will check if there is a duplicate file 

name in it. After that, the client with writing authority can create the corresponding 

records in the namespace. If an error occurrs, the Namenode will return the Exception to 

the client.  

 After the DistributedFileSystem has received the successful return message from the 

Namenode, it will generate a FS Data Output Stream object to the client. In the FS Data 

Output Stream, there is an encapsulated DFS Output Stream object which is responsible 

for the writing process. The client calls the write () method and sends the data to the 

FSDataInputStream.  

 For each data block, the Namenode will assign several Data nodes to store the data block. 

For instance, if one block needs to store in three Data nodes. Data Streamer will write the 

data block at the first Data node, then the first Data node will pass the data block to the 

second data node, and the second one passes to the third one. Finally, it will complete the 

writing data in the data node chain. 

 After every data node has been written, data node will report to the Data Streamer. Step4 

and Step5 will be repeated until all the data has been written successfully. 

 When all the data has been written, the client will call the close () method of 

FSDataInputStream to close the writing operation.  

 Finally, the Namenode will be informed by the DistributedFileSystem that all the written 

process has been completed. 

 

In the process of data writing, if one data node makes error and causes writing failure, all the 

links between the Data Streamer and the data node will be closed. At the same time, the failure 

node will be deleted from the data node chain. The Namenode will notice the failure by the 
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returned packages and will assign a new data node to continue the processing. As long as one 

data node is written successfully, the writing operation will regard the process as completed. 

2.3 Authority management of HDFS 

HDFS shares a similar authority system to POSIX. Each file or directory has on owner and a 

group. The authority permissions for the files or the directories are different to the owner, users 

in the same group, and other users. On the one hand, for the files, users are required the –r 

authority to read and the –w authority to write. On the other hand, for the directories, users need 

the –r authority to list the directory content and –w authority to create or delete. Unlike the 

POSIX system, there is no sticky, setuid or setgid of directories because there is no concept of 

executable files in HDFS. 

2.4 Limitations of HDFS  

HDFS as the open source implementation of GFS is an excellent distributed file system and has 

many advantages. HDFS was designed to run on the cheap commodity hardware not on 

expensive machines. This means that the probabilities of node failure are slightly high. To give a 

full consideration to the design of HDFS, we may find that HDFS has not only advantages but 

also limits for dealing with some specific problems. These limitations are mainly displayed in the 

following aspects: 

 

 High Access Latency  

HDFS does not fit fort requests which should be applied in a short time. The HDFS was 

designed for the Big Data storage and it is mainly used for it high throughput abilities. 

This may cost the high latency instead.  Because HDFS has only one single Master 

system, all the file requests need to be processed by the Master. When there is a huge 

number of requests, there is inevitably has the delay. Currently, there are some additional 

projects to address this limitation, such as using the Hbase uses the Upper Data 

Management project to manage the data. 

 

 

 Poor small files performance 

HDFS needs to use the Namenode to manage the metadata of the file system to respond 

to the client and return the locations so that the limitation of a file size is determined by 

the Namenode. In general, each file, folder, and block need to occupy the 150 bytes‘ 

space. In other words, if there are one million files and each file occupies one block, it 

will take 300MB space. Based on the current technology, it is possible to manage 

millions of files. However, when the files extend to billions, the work pressures on the 

Namenode are heavier and the time of retrieving data is unacceptable. 
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2.5 MAP REDUCE 

 In 2004, Google published a thesis to introduce MapReduce. the greatest achievement of the 

MapReduce is that it can rewrite the Google‘s index file system. Until now, MapReduce is 

widely used in logs analysis, data sorting, and specific data searching. According to the Google‘s 

thesis, Hadoop implements the programming framework of the MapReduce and renders it an 

open source framework. MapReduce is the core technology of Hadoop. It provides a parallel 

computing model for the Big Data and supports a set of programming interfaces for the 

developer. Map Reduce is a standard functional programming model. This kind of model has 

been used in the early programming languages, such as Lisp. The core of the calculation model is 

that can pass the function as the parameter to another function. Through multiple concatenations 

of functions, the data processing can turn into a series of function execution. Map Reduce has 

two stage of processing. The first one is Map and the other one is Reduce.  

The reason why the Map Reduce is popular is that it is very simple, easy to implement, and 

offers strong expansibility. Map Reduce is suitable for processing the Big Data because it can be 

processed by the multiple hosts at the same time to gain a faster speed.  

2.5.1  MapReduce Architecture 

The MapReduce operation architecture includes the following three basic components  

 Client: Every job in the Client will be packaged into a JAR file which is stored in 

HDFS and the client submits the path to the Job Tracker  

 Job Tracker: The Job Tracker is a master service which is responsible for 

coordinating all the jobs that are executed on the MapReduce. When the software 

is on, the Job Tracker is starting to receive the jobs and monitor them. The 

functions of MapReduce include designing the job execution plan, assigning the 

jobs to the Task Tracker, monitoring the tasks, and redistributing the failed tasks.  

 Task Tracker: The Task Tracker is a slave service which runs on the multiple 

nodes. It is in charge of executing the jobs which are assigned by the Job Tracker. 

The Task Tracker receives the tasks through actively communicating with the Job 

Tracker.  

 

 

2.5.3 MapReduce Procedure  

 

The MapReduce procedure is complex and smart. This thesis will not discuss the MapReduce 

procedure in detail but will introduce it briefly based on author‘s own thoughts. Usually, 

MapReduce and HDFS are running in the same group of nodes. This means that the computing 
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nodes and storage nodes are working together. This kind of design allows the framework to 

schedule the tasks quickly so that the whole cluster will be used efficiently. The process of 

MapReduce can be divided into the following six steps. 

Job Submission When the user writes a program to create a new Job Client the Job Client will 

send the request to Job Tracker to obtain a new Job ID. Then, the Job Client will check if the 

input and output directories are correct. After this check, Job Client will store the related 

resources which contain the configuration files, the number of the input data fragmentations, and 

Mapper/Reducer JAR files to HDFS. In particular, the JAR files will be stored as multiple 

backups. 

Job Initialization As the master node of the system, Job Tracker will receive several Job Client 

requests so that Job Tracker implements a queue mechanism to deal with these problems. All the 

requests will be in a queue that is managed by the job schedulerWhen the Job Tracker starts to 

initialize its job is to create a Job in Progress instance to represent the Job. The Job Tracker 

needs to retrieve the input data from HDFS and to decide on the number of the Map tasks. The 

Reduce tasks and the Task in Progress are determined by the parameters in the configuration 

files. 

Task Allocation The task allocation mechanism in the MapReduce is to pull the whole process. 

Before the task allocation, the Task Tracker which is responsible for Map tasks and Reduce tasks 

has been already launched. The Task Tracker will send the heartbeat message to the Job Tracker 

to ask if there are any tasks that can be done any time. When the Job Tracker job queue is not 

empty, the Task Tracker will receive the tasks to do. Due to the lack of the Task Tracker 

computing capability, the tasks that can be done on the Task Tracker are also limited. Each Task 

Tracker has two fixed task slots which correspond to the Map tasks and Reduce tasks. During the 

tasks allocation, the Job Tracker will use the Map task slot first. Once the Map task slot is empty, 

it will be assigned to the next Map task. After the Map task slot is full, then the Reduce task slot 

revives the tasks to do. 

Map Tasks Execution After the Map Task Tracker has received the Map tasks, there is a series 

of operations to finish the tasks. Firstly, the Map Task Tracker will create a Task In Progress 

object to schedule and monitor the tasks. Secondly, the Map Task Tracker will take out and copy 

the JAR files and the related parameter configuration files from HDFS to the local working 

directory. Finally, when all the preparations have been competed, the Task Tracker will create a 

new Task Runner to run the Map task. The Task Runner will launch a separate JVM and will 

start the Map Task inside to execute the map() function in case the abnormal Map Task affects 

the normal Task Tracker works. During the process, the Map Task will communicate with Task 

Tracker to report the task progress until all the tasks are completed. At that time, all the 

computing results will be stored in the local disk. 
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Reduce Tasks Execution When the part of the Map Tasks completed, the Job Tracker will 

follow a similar mechanism to allocate the tasks to the Reduce Task Tracker. Similar to the 

process of Map tasks, the Reduce Task Tracker will also execute the reduce() function in the 

separate JVM. At the same time, the Reduce Task will download the results data files from the 

Map Task Tracker. Until now, the real Reduce process has not started yet. Only when all the 

Map tasks have been completed, the Job Tracker will inform the Reduce Task Tracker to start to 

work. Similarly, the Reduce Task will communicate with the Task Tracker about the progress 

until the tasks are finished. 

 

 

Fig 2.4 Map Reduce Processing 

 

2.6 Limitations of MapReduce 

 

Although MapReduce is popular all over the world, most people still have realized the limits of 

the MapReduce. There are following the four main limitations of the MapReduce: 

 The bottleneck of Job Tracker 

The Job Tracker should be responsible for jobs allocation, management, and scheduling. 

In addition, it should also communicate with all the nodes to know the processing status. 

It is obvious that the Job Tracker which is unique in the Map Reduce, takes too many 

tasks. If the number of clusters and the submission jobs increase rapidly, it will cause 

network bandwidth consumption. As a result, the Job Tracker will reach bottleneck and 

this is the core risk of MapReduce. Because the jobs allocation information is too simple, 

the Task Tracker might assign a few tasks that need more sources or need a long 

execution time to the same node. In this situation, it will cause node failure or slow down 

the processing speed 

 Jobs Delay  

Before the MapReduce starts to work, the Task Tracker will report its own resources and 

operation situation. According to the report, the Job Tracker will assign the jobs and then 
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the Task Tracker starts to run. As a consequence, the communication delay may make the 

Job Tracker to wait too long so that the jobs cannot be completed in time.  

 Inflexible Framework  

Although the MapReduce currently allows the users to define its own functions for 

different processing stages, the MapReduce framework still limits the programming 

model and the resources allocation. 

 

Hadoop Map Reduce Yarn 

Hadoop Map Reduce stores 

data on system 

YARN is liable 

For asset the 

executives imply. 

System based memory 

computing 

i.e. partial use of memory 

its occupation will be 

executed by which 

framework get choose 

by YARN 

It is for mass only support interactive 

query 

Map Reduce uses copying 

for fault tolerance 

Introduce in hadoop 2.0 

It is used for produce 

report help to find answer 

from 

historical queries 

Yarn execution model is 

generic compare to map 

reduce 

It is slower than yarn It is 100 time faster than 

Map Reduce in 

Execution 

Table 2.1 Difference between Hadoop and Yarn 

 

2.7 Next generation of MapReduce: YARN 

In order to solve above limitations, the designers have put forward the next generation of 

MapReduce: YARN. Given the limitations of MapReduce, the main purpose of YARN is to 

divide the tasks for the Job Tracker. In YARN, the resources are managed by the Resource 

Manager and the jobs are traced by the Application Master. The Task Tracker has become the 

Node Manager. Hence, the global Resource Manager and the local Node Manager compose the 

data computing framework. In YARN, the Resource Manager will be the resources distributor 

while the Application Master is responsible for the communication with the Resource Manager 

and cooperate with the Node Manager to complete the tasks. 
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2.7.1 YARN Architecture 

Compared with the old MapReduce Architecture, it is easy to find out that YARN is more 

structured and simple. Then, the following section will introduce the YARN architecture. 

 Resource Manager 

 According to the different functions of the Resource Manager, it designers have divided 

it into two lower level components: The Scheduler and the Application Manager. On the 

one hand, the Scheduler assigns the resource to the different running applications based 

on the cluster size, queues, and resource constraints. The Scheduler is only responsible 

for the resources allocation but is not responsible for the monitoring the application 

implementation and task failure. On the other hand, the Application Manager is in charge 

of receiving jobs and redistributing the containers for the failure objects. 

 

Fig 2.5 YARN Architecture 

 Node Manager 

The Node Manager is the frame proxy for each node. It is responsible for launching 

the application container, monitoring the usage of the resource, and reporting all the 

information to the Scheduler. 

 

  Application Master 

The Application Master is cooperating with the Node Manager to put tasks in the 

suitable containers to run the tasks and monitor the tasks. When the container has 

errors, the Application Master will apply for another resource from the Scheduler to 

continue the process. 

  

 Container 

In YARN, the Container is the source unit which is the available node splitting the 

organization resources. Instead of the Map and Reduce source pools in MapReduce, 

the Application Master can apply for any numbers of the Container. Due to the same 

property Containers, all the Containers can be exchanged in the task execution to 

improve efficiency. 
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2.7.2 Advantages of YARN 

Compared to the MapReduce, there are many advantages of the YARN framework. There are 

four main advantages of YARN compared to the Map Reduce.  

 YARN greatly enhances the scalability and availability of the cluster by distributing the 

tasks to the Job Tracker. The Resource Manager and the Application Master greatly 

relieves the bottleneck of the Job Tracker and the safety problems in the Map Reduce. 

 In YARN, the Application Master is a customized component. That means that the users 

can write their own program based on the programming model. This makes the YARN 

more flexible and suitable for wide use.  

 YARN, on the one hand, supports the program to have a specific checkpoint. It can 

ensure that the Application Master can reboot immediately based on the status which was 

stored on HDFS. On the other hand, it uses the Zoo Keeper on the Resource Manager to 

implement the failover. When the Resource Manager revives errors, the backup Resource 

Manager will reboot quickly. These two measures improve the availability of YARN.  

The cluster has the same Containers are the Reduce and Map pools in MapReduce. Once there is 

a request for resources, the Scheduler will assign the available resources in the cluster to the 

tasks and regard the resource type. It will increase the utilization of the cluster resources. 
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Chapter 3 

Statement and Identification of problem 

 Map reduce data locality is one of the key advantage of Hadoop Map Reduce the fact that 

the map code is executed on the same data node where the data resides. Interestingly 

many people found that this is not always the case in practice. 
 Read Time degradation over time the Task Trackers and their effect on job performance, 

a slowdown of the Name Node or slowdowns of particular Data Nodes have a 

deteriorating effect on the whole cluster. Requests can easily be base lined, making the 

monitoring and degradation detection automatic. 

 Some slow Nodes can bring down the cluster like every real world application; Cassandra 

Nodes can slow down due to many issues (hardware, compaction, GC, network, disk 

etc.). Cassandra is a clustered database where every row exists multiple times in the 

cluster and every write request is sent to all nodes that contain the row (even on 

consistency level one). It is no big deal if a single node fails because others have the same 

data all read and write requests can be fulfilled. 

 Data distribution and placement to improve data locality, you need to first detect which 

of your jobs have a data locality problem or degrade over time. With APM solutions you 

can capture which tasks access which data nodes. 

 Name Node and Data Node slowdowns the Task Trackers and their effect on job 

performance, a slowdown of the Name Node or slowdowns of particular Data Nodes 

have a deteriorating effect on the whole cluster. Requests can easily be baselined, making 

the monitoring and degradation detection automatic. 

 Too many read round trips/Too much data read and typical performance problem with 

Cassandra reminds us of the SQL days and is typical for Cassandra beginners.It is a 

database design issue and leads to transactions that make too many requests per end-user 

transaction or read too much data. 

 

3.1 Hadoop Issue Tracking 

 

Hadoop tracks both bugs and enhancement requests using JIRA. 

We welcome input, however, before filing a request, please make sure you do the following: 

 Search the Apache JIRA database. 

 Check the user‘s mailing lists, both by searching the archives and by asking questions. 

Common Hadoop Common issues are tracked in the HADOOP Jira instance. 

https://hadoop.apache.org/old/mailing_lists.html#Users
http://issues.apache.org/jira/browse/HADOOP
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HDFS HDFS issues are tracked in the HDFS Jira instance. 

YARN YARN issues are tracked in the YARN Jira instance. 

MapReduce Map Reduce issues are tracked in the MAPREDUCE Jira instance. 

 

 

Figure 3.1 hadoop working 

 

3.2 Hadoop Issues 

3.2.1 Map Reduce data locality 

Data locality is one of the key advantage of Hadoop Map/Reduce; the fact that the map code is 

executed on the same data node where the data resides. Interestingly many people found that this 

is not always the case in practice. Some of the reasons they stated were: 

 Speculative execution 

 Heterogeneous clusters 

 Data distribution and placement 

 Data Layout and Input Splitter 

The challenge becomes more prevalent in larger clusters, meaning the more data nodes and data I 

have the less locality I get. Larger clusters tend not to be complete homogeneous, some nodes are 

newer and faster than others, bringing the data to compute ratio out of balance. Speculative 

execution will attempt to use compute power even though the data might not be local. The nodes 

that contain the data in question might be computing something else, leading to another node 

doing non-local processing. The root cause might also lie in the data layout/placement and the 

used Input Splitter. Whatever the reason non-local data processing puts a strain on the network 

which poses a problem to scalability. The network becomes the bottleneck. Additionally, the 

problem is hard to diagnose because it is not easy to see the data locality. 

http://issues.apache.org/jira/browse/HDFS
http://issues.apache.org/jira/browse/YARN
http://issues.apache.org/jira/browse/MAPREDUCE
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To improve data locality, you need to first detect which of your jobs have a data locality problem 

or degrade over time. With APM solutions you can capture which tasks access which data nodes. 

Solving the problem is more complex and can involve changing the data placement and data 

layout, using a different scheduler or simply changing the number of mapper and reducer slots 

for a job. Afterwards, you can verify whether a new execution of the same workload has a better 

data locality ratio. 

3.2.2 Profiling Hadoop workloads 

The next item confirmed our own views and is very interesting: many Hadoop workloads suffer 

from inefficiencies. It is important to note that this is not a critique on Hadoop but on the jobs 

that are run on it. However ―profiling‖ jobs in larger Hadoop clusters is a major pain point. Black 

box monitoring is not enough and traditional profilers cannot deal with the distributed nature of a 

Hadoop cluster. Our solution to this problem was well received by a lot of experienced Hadoop 

developers. We also received a lot of interesting feedback on how to make our Hadoop job 

―profiling‖ even better. 

3.2.3 Task Tracker performance and the impact on shuffle time 

It is well known that shuffle is one of the main performance critical areas in any Hadoop job. 

Optimizing the amount of map intermediate data shuffle distribution and pure read/merge 

performance (number of threads, memory on the reducing side) are described in many 

Performance Tuning articles about Hadoop. Something that is less often talked about but is 

widely discussed by the long-term ―Hadoopers‖ is the problem of a slowdown of particular 

TaskTrackers.When particular compute nodes are under high pressure, have degrading hardware, 

or run into cascading effects, the local Task Tracker can be negatively impacted. To put it in 

more simple terms, in larger systems some nodes will degrade in performance. 

The result is that the Task Tracker nodes cannot deliver the shuffle data to the reducers as fast as 

they should or may react with errors while doing so. This has a negative impact on virtually all 

reducers and because shuffle is a choke point the entire job time can and will increase. While 

small clusters allow us to monitor the performance of the handful of running Task Trackers, real 

world clusters make that infeasible. Monitoring with Ganglia based on averages effectively hides 

which jobs trigger this, which are impacted and which Task Trackers are responsible and why. 

The solution to this is a base lining approach, coupled with a Pure Path Pure Stack model. Base 

lining of Task Tracker requests solves the averaging and monitoring problem and will tell us 

immediately if we experience a degradation of Task Tracker map Output performance. By 

always knowing which Task Trackers slow down, we can correlate the underlying JVM host 

health and we are able to identify if that slowdown is due to infrastructure or Hadoop 

configuration issues or tied to a specific operating system version that we recently introduced. 

https://www.dynatrace.com/solutions/big-data/
https://www.dynatrace.com/solutions/application-monitoring/
https://www.dynatrace.com/solutions/application-monitoring/
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Finally, by tracing all jobs, task attempts as well as all map Output requests from their respective 

task attempts and jobs we know which jobs may trigger a Task Tracker slowdown and which 

jobs suffer from it. 

 

3.2.3 Name Node and Data Node slowdowns 

Similar to the Task Trackers and their effect on job performance, a slowdown of the Name Node 

or slowdowns of particular Data Nodes have a deteriorating effect on the whole cluster. Requests 

can easily be base lined, making the monitoring and degradation detection automatic. Similarly, 

we can see which jobs and clients are impacted by the slowdown and the reason for the 

slowdown, be it infrastructure issues, high utilization or errors in the services. 

`3.2.4 Some Slow Nodes Can Bring Down the Cluster 

Like every real world application, Cassandra Nodes can slow down due to many issues 

(hardware, compaction, GC, network, disk etc.). It is a clustered database where every row exists 

multiple times in the cluster and every write request is sent to all nodes that contain the row 

(even on consistency level one). It is no big deal if a single node fails because others have the 

same data; all read and write requests can be fulfilled. In theory a super slow node should not be 

a problem unless we explicitly request data with consistency level ―ALL,‖ because Cassandra 

would return when the required amount of nodes responded. However internally every node has 

a coordinator queue that will wait for all requests to finish, even if it would respond to the client 

before that has happened. That queue can fill up due to one super slow node and would 

effectively render a single node unable to respond to any requests. This can quickly lead to a 

complete cluster not responding to any requests. The solution to this is twofold. If you can, use a 

token-aware client like Astana. By talking directly to the nodes containing the data item, this 

client effectively bypasses the coordinator problem. In addition you should baseline the response 

time of Cassandra requests on the server nodes and alert yourself if a node slows down. Funnily 

enough bringing down the node would solve the problem temporarily because Cassandra will 

deal with that issue nearly instantaneously. 

3.2.5 Too many read round trips 

Another typical performance problem with Cassandra reminds us of the SQL days and is typical 

for Cassandra beginners. It is a database design issue and leads to transactions that make too 

many requests per end-user transaction or read too much data. This is not a problem for 

Cassandra itself, but the simple fact of making many requests or reading more data slows down 

the actual transaction. While this issue can be easily monitored and discovered with an APM 

solution, the fix is not as trivial as in most cases it requires a change of code and the data model. 

https://github.com/Netflix/astyanax
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Figure 3.2 Map reduce Processing 

 

 3.3 Architectural security issues in hadoop 

 

Hadoop, as we recognize, is an open-source venture that includes various modules, which are 

separately developed over time to add different types of functionalities to its core capabilities. 

Security was a late addition, and thus, Hadoop lacks a consistent security model.By default, 

Hadoop assumes a trusted environment. Hadoop has focused on improving its efficiency. 

Researchers are gradually paying attention to Hadoop security concerns and building security 

modules for it. However, currently, there is no existing evaluation for these Hadoop security 

modules. Due to huge volume, rapid growth, and diversity of data, these are unstoppable and 

existing security solutions are not adequate, which were not designed and build with Big Data in 

consideration. The Hadoop eco-system is a mixture of different applications including Pig, Hive, 

Flume, Oozie, HBase, Spark, and Strom. Each of these applications requires hardening to add 

security capabilities to a Big Data environment and functions to be scaled with the data. Bolt-on 

security doesn't scale well and easy. The security tools vendor have customizable offerings and 

applying a one point entry (gateway/perimeter) so that commands and data are entered into the 

cluster from single entry. 

Hadoop is distinguished by its fundamentally different deployment model, which exhibits highly 

distributed, redundant, and elastic data repositories. However, the architecture of distributed 

computing present a unique set of following vulnerabilities and security threats for data center 

managers and security professionals. 

  

 Distributed computing and fragmented data 

 Node-to-Node communication and access to data 

 Multiple interfaces 
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3.4 Security Threats and Possible Attacks 

 

A threat is a potential danger to an information system. A threat is that someone, or something, 

will identify a specific vulnerability and use it against a company or individual to attack the 

system. The basic principle of security is CIA, which refers to confidentiality, integrity, and 

availability. Confidentiality is only possible if only an authenticated user can assess the system; 

it is also important to determine who should have access to the system and what resources a user 

can access. Hadoop security is divided into two levels. With respect to the time at level-1, the 

Hadoop system starts with a minimum security computing in only a trusted environment. The 

Hadoop system adds Kerberos for authentication as a perimeter security but not inside the cluster 

in level-2. Different security projects such as Apache Sentry, Apache KNOX, Apache Ranger, 

and Rhino are included in Hadoop at security phase Level-3. Kerberos also integrates with AD 

and LDAP. Each security product provides a discrete security solution due to the different 

purposes and functionality of each project. However, the Hadoop system is still required to move 

to security level-4 as a concrete solution for centralized security in one project. 

How to investigate data leakage attacks in Hadoop is important but a long-neglected issue as per 

McAfee's report, which states that different threats to data have increased recently. The 

following section explains security threats that can hamper the operation of MapReduce and all 

framework components in the absence of a protected MapReduce environment.  

 

 Authentication and authorization: Identity and authentication are central to any security 

effort. Without it we cannot determine who should have access to data and who should 

not. This is done at user level by full integration of Active directory (AD) and 

Lightweight Directory Access Protocol (LDAP) with Kerberos, and at service level with 

Role-Based Access Control (RBAC) at the node level. 

 

 Administrative data access should be ACL's, File Permission and Segregation of 

administrative roles of OS administrators and Hadoop administrators. 

 

 Hadoop stacks have many different components which come with default setting and no 

security. Configuration and patch management is required when running different 

configurations and patch levels at one time. 

 

 There are no built-in monitoring tools to detect misuse or block malicious queries. Logs 

should configure to capture both the correct event types and sufficient information to 
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determine user actions. Audit and Monitoring tools are important when volume and 

velocity of data are high. 

 

 Applications are built on web service models, especially in social networks like 

Facebook, Yahoo and Snap Chat. Hadoop Web Applications may be vulnerable to well-

known attacks due to insecure API's. Big Data cluster APIs need to be protected from 

usual web service attacks command injection, buffer overflow attacks, and all the other. 
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Chapter 4 

Solution and Formulation of the Problem 

 

4.1 Potential Solutions for Data Volume Challenge  

 

4.1.1 Hadoop  

Tools like Hadoop are great for managing massive volumes of structured, semi-structured and 

unstructured data. Being a new technology and many professionals are unfamiliar with Hadoop. 

To use this technology, lots of resources are required to learn and this eventually diverts the 

attention from solving the main problem towards learning Hadoop.   

4.1.2 Visualization  

Another way to perform analyses and report but sometimes granularity of data increases the 

problem of accessing the detail level needed.  

4.1.3 Robust Hardware  

It is also a good way to handle volume problems. It enables increased memory and powerful 

parallel processing to chew high volumes of data swiftly.   

4.1.4 Grid Computing 

Grid computing is represented by a number of servers that are interconnected by a high speed 

network; each of the servers plays one or many roles. The two main benefits of Grid computing 

are the high storage capability and the processing power, which translates to the data and 

computational grids.   

4.1.4 Spark  

Platforms like Spark use model plus in-memory computing to create huge performance gains for 

high volume and diversified data. All these approaches allow firms and organizations to explore 

huge data volumes and get business insights from it. There are two possible ways to deal with 

volume problem. We can either shrink the data or invest in good infrastructure to solve the 

problem of data volume and based on our cost budget and requirements we can select 

technologies and methods described above. If we have resources with expertise in Hadoop.   
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4.2. Potential Solutions for Data Variety Problem  

4.2.1. OLAP Tools (On-line Analytical Processing Tools)  

Data processing can be done using OLAP tools and it establishes connection between 

information and It eventually assembles data into a logical way in order to access it easily and 

OLAP tools specialists can achieve high speed and low lagging time for processing high volume 

data, OLAP tools process all the data provided to them no matter they are relevant. 

4.2.2.    Apache Hadoop 

   

It is open source software and its main purpose is to manage huge amounts of data in a very short 

span of time with great ease. The functionality of Hadoop is to divide data among Multiple 

systems infrastructure for processing it.  

  

4.2.3.    SAP HANA  

 

SAP HANA is an in-memory data platform that is deployable as an on-premise appliance, or  

In the cloud. It is a revolutionary platform that's best suited for performing real-time analytics, 

and developing and deploying real-time applications. New DB and indexing architectures make 

sense of disparate data sources swiftly.   

  

4.2.4. Redundant physical infrastructure  

 

The flawless IT infrastructure greatly enhances Big Data implementation after determining  

And setting all the requirements against each of the following criteria:  

 Performance  

 Availability 

 Scalability 

  

We can resolve the variety of problems using ETL tools, visualization tools, and OLAP tools 

And  by having the robust infrastructure. It is hard to say just one among them could solely 

Resolve the problem or more than one is needed or there could be some algorithm which Could 

synchronize the data varieties in a uniform format, it depends on particular case or Problem. We 

can‘t have a generalized solution for all.  
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4.3 Potential Solutions for Velocity Problem  

 

4.3.1. Flash memory  

It is needed for caching data, especially in dynamic solutions that can parse that data as either  

Hot (highly accessed data) or cold (rarely accessed data).   

 

4.3.2. Transactional databases 

 

They are equipped with real-time analytics, faster response to decision making.   

―A transactional database is a database management system that has the capability to roll  

 

4.3.3. Cloud using hybrid model  

 

Expanding private cloud using a hybrid model allows erupting for the additional Computational 

power needed for data analysis and to select hardware, software, and business  

Process changes to handle high-pace data needs.  

  

4.3.4. Sampling data  

 

Sampling is a process (―Statistical analysis techniques are various statistics approaches used to 

select, manipulate and examine an elective subset of data points in order torecognizePatterns and 

inclinations in the massive data set being inspected.‖)  This makes data And can help deal well 

with issues like volume and velocity. 

  

Hybrid SAAS/PAAS/LAAS systems along with cloud computation and storage can greatly  

Solve the velocity problem but at the same time, we should take care of security and privacy  

Of data. 

 

4.4. Potential Solutions for the Quality Challenge 

 

4.4.1. Data visualization  

 

If the data quality is concerned, Visualization acts as an effective way because visualization  

Of data lets we see where outliers and non-required data lie. For quality issue, firms should 

Have a data control, surveillance or information management process active to ensure that the  

Data is clean.  
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4.4.2 Big data algorithms  

 

 Data quality and relevance is not a new concern, it is from the time we start dealing with 

dataAnd the storage of every piece of data a firm produces creates a problem. It is too 

expensiveto have dirty data and it costs companies in the United States hundreds of 

billions of dollars 

 Every year. In addition to being perfect for maintaining, managing and cleaning data, big 

data Algorithms can be an easy step to clean the data. There are many algorithms and 

models or We can make our own algorithms to act on data to clean them and make them 

generous. 

 

 

4.5. Potential Solutions for Privacy and Security Challenge 

 

4.5.1. Examine your cloud providers 

 

Storing big data in the cloud is a good way of storage along with this we need to take care of its 

protection mechanisms. We should make sure that our cloud provider must have frequent  

Security audits and has disclaimer that include paying penalties in case adequate security 

standards have not met. 

 

 

4.5.2 Must have an adequate access control policy 

 

Create policies in such a way that allow access to authorized users only. 

 

4.5.3 Protect the data  

 

All stages of data should be adequately protected from the raw data, cleaned data to the final 

outcome from analytics. There should be encryption to ensure no sensitive data is leaked. The 

main solution to ensure that data remains protected is the adequate use of encryption. For 

example, Attribute-Based Encryption (type of public-key encryption in which the secret key of a 

user and the cipher text are dependent upon attributes.) provides gauzy access control of 

encrypted data.  
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4.5.4 Protect communications  

 

Data to data communication should also be adequately protected to ensure its confidentiality and 

integrity. 

 

4.5.5 Acquire real-time security monitoring  

 

Surveillance or monitoring should be there for access to the data. Threat inspection and  

Intelligence should be used to prevent unauthorized access to the data.  

 

4.5.6 Anonym zings the data  

 

There should be assurance that all sensitive data is removed from the set of records collected  

Before initiating data processing and analyses.  

 

4.5.7 Real-time security monitoring  

 

Organizations should monitor access to ensure that there is no unauthorized access. Threat  

Intelligence should be in place to ensure that attacks are detected and that the organizations can 

react to threats quickly.   

 

4.5.8. Using authentication methods  

 

Authentication is the process of verifying user or system identity before accessing the system.  

 

4.5.9. Implementing access controls   

 

Authorization is a method of indicating access control advantages for user or system to enhance 

security.   

 

4.5.10. Use key management  

 

File layer encryption is insufficient if an attacker or a hacker can access encryption keys. In most 

highly risky and insecure as keys can be retrieved easily by the platform administrator or an 

attacker so, Using key management service for keys distribution instead of just keeping one key 

and allotting different certificates and managing different keys for each group, application, 

interface and user is the most safe way to approach towards key thefts. of the cases 

administrators store keys on local disk drives for quick and easy access, but it‘s  

 

4.5.11. Logging  
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To detect attacks, failures, or unusual behavior, the activity log is very important and big data is 

the best fit for collecting and managing event data. Log files give a look up when something 

fails, or get hacked. So to meet the security and privacy needs, we need to audit the entire system 

on a periodic basis.  

 

4.5.12. Use secure communication   

 

Implement secure communication between nodes, interfaces, processes and 

applications.SSL/TLS implementation that protects all network communications rather than just 

a subset. Privacy of data is a huge concern everywhere. Private data can be misused and 

inappropriateness of use of personal data can be of any limit, particularly through linking of data 

from multiple reservoirs of data. So, unauthorized and unauthenticated use of data should be 

highly protected.  

 

There are two common approaches to protect security and privacy of big data:  

 

 First is to restrict access to the data by adding certification or access control to the data 

entries. We need to develop and design secured certification or access control 

mechanisms, such that no crucial information can be accessible to anyone apart from 

authorized users.  

 

 The other approach is to anonymize data fields such that sensitive information cannot be 

recognized to a person's record. For that, we need to inject randomness into the data to 

ensure that it satisfies all the privacy goals.   

 

 

4.6 Potential Solutions for Scalability challenge 

 

4.6.1. Cloud Computing  

 

A solution in the cloud will scale in much easier and faster way as compared to an on premises 

solution. Keeping data secured in a cloud can solve half a problem because the cloud can be 

secured and cloud can be highly spaced that we can call it nearly unlimited. 
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4.7 Open Issues in Big Data 

 

4.7.1    Finding relevant data  

 

There is a need for new metrics, techniques, analysis for finding relevant data. E.g. selecting 

Representative (diversity).  

 

 

4.7.2   Machine Learning  

 

There is a need to better integrate HPC (―High performance computing refers to any 

Computational activity requiring more than a single computer to execute a task. Supercomputers 

and computer clusters are used to solve advanced computation problems.‖) and Data Analytics 

(Machine learning) . 

 

 

4.7.3   Need of Data Management and Data Analytics  

 

Both management and analytics require different software and hardware characteristics, 

therefore, we will need machines that do support parallel machine learning to do analytics and  

Management together.    

 

4.7.4    Need for Efficient Parallel Algorithms  

 

There is need of developing efficient parallel algorithms for purpose of streaming and multiscale 

adaptive algorithms which reduce time complexity.  

 

4.7.5    Need of Secure Cloud  

 

There is a need for solutions to protect and securely process data in the cloud.   

 

4.7.6   Need for Better Adaptations to Classical Algorithms  

 

There is a need for better adaptations to classical algorithms to tackle big data challenges without 

many efforts.   

 

4.7.7   Need for Better Transfer of Data from One Location to Another  

 

Shipping external hard disks – processing the data while it is being transferred.   

 



42 
 

4.7.8   Security and Privacy of the Data   

 

We need to use advanced encryption algorithms.  

 

4.8 Big Data Hadoop Tools 

 

4.8.1.    Hadoop and MapReduce  

 

It is a programming model for processing massive datasets and works on the principle of divide 

and conquer. The divide and conquer method is instrumented in two footsteps that are Map step 

and Reduce Step.  Master node and worker node are two kinds of nodes. Division of input into 

tinier sub-problems and then disseminate them to worker nodes in map step. Eventually, the 

outputs for the entire sub-problems are combined by the master node in reduce step. Moreover, 

Hadoop and MapReduce are helpful in fault-tolerant storage and high output data processing.   

 

4.8.2.    Apache Mahout  

 

It provides scalable and commercial machine learning techniques for big data and smart data 

analysis. Clustering, classification, pattern mining, regression, dimensionality reduction, 

evolutionary algorithms, and batch based collaborative filtering are core algorithms of the 

mahout. Apache mahout is to provide a tool for attenuating big challenges.   

  

4.8.3.    Apache Spark  

 

It is a framework that provides speed processing, and sophisticated analytics. It lets us write  

Applications in java, scale, or python. It supports MapReduce operations, SQL queries, 

streaming data, machine learning, and graphs data processing. It consists of three components 

which are driver program, cluster manager, and worker nodes. The driver program acts as the 

main application point of the application on the spark cluster. The cluster manager assigns the  

Resources and the worker nodes to do the data processing in the form of tasks. Deploying spark 

applications in an existing Hadoop clusters is main advantage. Resilient distributed datasets 

(RDD) is the main emphasis of Spark; RDD stores data in-memory  

and provide fault tolerance without replication. It supports iterative computation, enhances speed 

and does better resource utilization.  It also supports streaming data, machine learning, and graph 

algorithms. 
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4.8.4.    Dryad  

 

It is a programming model for executing parallel and distributed programs for managing large  

Databases. It has a cluster of computing nodes. It is an infrastructure for running data-parallel  

Programs. Dryad uses various machines with different and several processors and performs  

Concurrent programming.   

 

 

4.8.5.    Storm  

 

It a distributed and computation system for processing unbounded streaming data. It designed for 

real-time processing instead of batch processing. It is very handy and easy to operate and has 

great performance. It is a free and open source distributed real-time computation system.   

 

 

4.8.6.    Apache Drill  

 

It is a distributed system for interactive analysis of big data. It supports many query languages, 

several data formats. It is specifically for exploiting nested data. It has an amazing capability to 

scale up to thousands of servers or even more and has the capability to process massive data 

(petabytes to zeta bytes) and trillions of records in few seconds. The drill has to use HDFS for 

storage and map reduce for batch analysis.   

 

4.8.7.    Jasper soft  

It is open source software that is mainly for producing reports from database columns. It‘s 

Basically an analytical platform and provides data visualization for storage platforms, including 

Mango DB, Cassandra, and much more. There is hardly any tool or software that can analyze 

that without extraction, transformation, and loading (ETL) but Jasper soft does. It is super cool 

that It can create HTML reports and dashboards directly from big data store without ETL. It is an 

absolute reporting tool and reports generated by this tool can be shared anywhere.   

 

4.8.8.    Splunk  

 

It is a real-time and smart platform created for making the best use of machine-generated big 

data. It merges the up-to-the-moment cloud technologies and big data very swiftly and easily. It 

provides a web interface to help users monitor their machine-generated data. Splunk generates 

outputs in the form of graphs, reports, and alerts; it is used for indexing all kinds of data 

including structured, semi-structured and unstructured. It is good at resolving problems for 

system and information technology infrastructures. 
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Fig 4.1 Big Data Acquition 

 

 

 

4.9 Architectural security issues in hadoop 

 

Hadoop, as we recognize, is an open-source venture that includes various modules, which are 

separately developed over time to add different types of functionalities to its core capabilities. 

Security was a late addition, and thus, Hadoop lacks a consistent security model. By default, 

Hadoop assumes a trusted environment. Hadoop has focused on improving its efficiency. 

Researchers are gradually paying attention to Hadoop security concerns and building security 

modules for it. However, currently, there is no existing evaluation for these Hadoop security 

modules. 

Due to huge volume, rapid growth, and diversity of data, these are unstoppable and existing 

security solutions are not adequate, which were not designed and build with Big Data in 

consideration. The Hadoop eco-system is a mixture of different applications including Pig, Hive, 

Flume, Oozie, HBase, Spark, and Strom. Each of these applications require hardening to add 

security capabilities to a Big Data environment and functions to be scaled with the data. Bolt-on 

security doesn't scale well and easy. The security tools vendor have customizable offerings and 

applying a one point entry (gateway/perimeter) so that commands and data are entered into the 

cluster from single entry. 

Hadoop is distinguished by its fundamentally different deployment model, which exhibits highly 

distributed, redundant, and elastic data repositories. However, the architecture of distributed 
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computing present a unique set of following vulnerabilities and security threats for data center 

managers and security professionals. 

 

 Distributed computing and fragmented data 

 Node-to-Node communication and access to data 

 Multiple interfaces 

 

4.10 Security threats and possible attacks 

 

A threat is a potential danger to an information system. A threat is that someone, or something, 

will identify a specific vulnerability and use it against a company or individual to attack the 

system. The basic principle of security is CIA, which refers to confidentiality, integrity, and 

availability. Confidentiality is only possible if only an authenticated user can assess the system; 

it is also important to determine who should have access to the system and what resources a user 

can access. Hadoop security is divided into two levels. With respect to the time at level-1, the 

Hadoop system starts with a minimum security computing in only a trusted environment. The 

Hadoop system adds Kerberos for authentication as a perimeter security but not inside the cluster 

in level-2. Different security projects such as Apache Sentry, Apache KNOX, Apache Ranger, 

and Rhino are included in Hadoop at security phase Level-3. Kerberos also integrates with AD 

and LDAP. Each security product provides a discrete security solution due to the different 

purposes and functionality of each project.  

 

 

However, the Hadoop system is still required to move to security level-4 as a concrete solution 

for centralized security in one project. How to investigate data leakage attacks in Hadoop is 

important but a long-neglected issue as per McAfee's report, which states that different threats to 

data have increased recently. The following section explains security threats that can hamper the 

operation of MapReduce and all framework components in the absence of a protected 

MapReduce environment. A dispersed and replicated data processing of MapReduce can unlock 

an opportunity for a large range of attacks. 

 

 Authentication and authorization: Identity and authentication are central to any security 

effort. Without it we cannot determine who should have access to data and who should 

not. This is done at user level by full integration of Active directory (AD) and 

Lightweight Directory Access Protocol (LDAP) with Kerberos, and at service level with 

Role-Based Access Control (RBAC) at the node level. 

 Administrative data access should be ACL's, File Permission and Segregation of 

administrative roles of OS administrators and Hadoop administrators. Hadoop stacks 

have many different components which come with default setting and no security. 
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Configuration and patch management is required when running different configurations 

and patch levels at one time. 

 There are no built-in monitoring tools to detect misuse or block malicious queries. Logs 

should configure to capture both the correct event types and sufficient information to 

determine user actions.  

 

 Applications are built on web service models, especially in social networks like 

Facebook, Yahoo and Snap Chat. Hadoop Web Applications may be vulnerable to well-

known attacks due to insecure API's. Big Data cluster APIs need to be protected from 

usual web service attacks command injection, buffer overflow attacks, and all the other. 

4.11. Impersonation attacks 

Impersonation attacks occur when an attacker tries to access resources by impersonating as an 

authorized identity. The attacker steals the credentials of an authorized user by using different 

methods and attacks Hadoop cluster resources, services, and jobs. Impersonation can be 

performed by replaying the tickets issued by the authentication server (Kerberos) for different 

purposes. Once the attacker gets access to the cluster, they can perform any type of data leak and 

slow down the processing of MapReduce. 

4.12. Denial of Service(DoS) 

A DoS attack occurs when the resources are unavailable to authorized users. As per the Verizon 

2017 Data Breaches Report, attack incidents have been reported and out of those 5 breaches have 

been successful. DoS attacks are accomplished by flooding the target with traffic or cause a crash 

of data. In each instances, the DoS attack deprives legitimate users of the service or resource they 

expect. There are two general ways of DoS attacks: flooding services or crashing services. Flood 

attacks occur once the system receives an excessive amount of traffic for the server to buffer, 

inflicting it to abate and eventually stop. Well-known flood attacks embody distributed denial of 

service (DoS), buffer overflow, SYN flood, Ping to Death, and HTTP flood. In Hadoop, the 

Name Node and authentication server are vulnerable to DoS attacks. The Name Node has a 

master daemon that is responsible for scheduling and coordinating the execution of MapReduce 

applications on the data nodes. A DoS attack on the Name Node can halt all computations of 

MapReduce and read-write operations of HDFS. 

4.13. Cross –Site scripting (XSS) 

XSS is a common attack which injects a malicious code into a vulnerable web application. It 

differs from SQL injection because in that it does not directly target the application itself. But 

instead, the web application users are the ones at risk. XSS attacks can be broken down into two 

types: stored and reflected. Stored XSS, also known as persistent XSS, is more damaging than 
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reflected XSS and occurs when a malicious script is injected directly into a vulnerable web 

application. Reflected XSS involves reflecting a malicious script of a web application onto a 

user's browser. The script is embedded into a link and is only activated once that link is clicked 

on. Hadoop web UI's are vulnerable to attacks, and recently, different database installations have 

been attacked. 

4.14. Recent attacks 

Hadoop is reportedly easily identifiable to hackers worldwide by simply sniffing to open 

instances, and around 5307 Hadoop clusters are exposed to the web with their security settings 

off, exploit them with receptive attack by hackers. The online search engine Shodan shows 

details about all servers and devices connected to the Internet. The merit of this is security 

recommendation, while the demerit is that it is used by hackers to see all details of any network, 

server location, and other settings. How to protect data attacks in Hadoop is an important issue. 

To counter these attacks and stop data theft, it is first important to thoroughly understand the 

vulnerabilities as well as threats, and then, it can be worked toward devising a strategy using 

defense-in-depth to secure data. 

 

4.10 Security tools for hadoop cluster 

4.10.1 Apache KNOX 

Apache Knox Gateway is a single access point to a single or multiple Hadoop clusters based on 

the concept of the stateless reverse proxy framework. It also provides authentication to a group 

of authenticated users, authorization, auditing, and system monitoring. Knox hides data and 

details of Hadoop cluster installations, simplifies the amount of services that user have to be 

compelled to move with, and limits the numbers of access points with single entrance URL. 

Knox has a REST API -based perimeter security entrance system that authenticates user 

credentials against AD/LDAP and solely a successfully authenticated user is allowed access to 

the Hadoop cluster. 

4.10.2 Apache Sentry 

Apache Sentry is a granular, role-based authorization and a multi-tenant administration module 

for Hadoop. Sentry can manage access to data and metadata by enforcing an accurate level of 

privileges to authenticated users and applications in a Hadoop cluster. It is extraordinarily 

standard and might support authorization for a broad vary of data models in Hadoop. It is 

versatile and permits the definition of authorization rules to validate a user's or application's 

access requests for Hadoop resources. Sentry is meant to be a pluggable authorization engine for 

Hadoop elements like Apache Hive, Apache Solar, Impala, and HDFS. 
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4.10.3 Apache Ranger 

Apache Ranger provides a centralized framework for securing Hadoop. Ranger is associate 

authorization system that allows/denies access to Hadoop cluster resources (HDFS files, Hive 

tables, etc.) supported pre-defined Ranger policies to authenticated users. When a user request 

comes to Ranger, it is assumed to have been already authenticated.  

 

Apache Ranger uses Kerberos for authentication and Apache Knox for authorization: role -based 

access control (RBAC). Apache Knox also supports auditing of HDFS, Hive, and HBase, and 

Apache Ranger uses wire encryption for data protection. 

4.10.4 Project Rhino 

Project Rhino provides data protection to Hadoop stack with the single-sign-on (SSO) concept 

and supports encryption, a common authentication –authorization module key management. 

Rhino enhances cell-level encryption and fine-grained access control to HBase 0.98 and 

encryption to data-at-rest in Apache Hadoop. Data encryption in Hadoop requires both data-at-

rest and data-in-transit; however, most Hadoop components provide encryption for data-in-

transit only. 

4.10.5 Kerberos 

Kerberos is an authentication protocol developed by MIT. It is used in Hadoop to provide 

authentication to the user to access a Hadoop cluster. The Kerberos protocol uses secret-key 

cryptography to provide secure communications over a non -secure network. Kerberos is an SSO 

ticket-based system that relies on KDC. The Kerberos protocol generates three types of tickets 

for authentication: delegation token is a secret key between a user and Name Node for 

authentication, block access token is used to access a file from HDFS authenticated by Name 

Node and Data Node jointly to access a data block on the Data Node, and job token is generated 

by Job Tracker to authenticate tasks at Task Trackers. Kerberos KDC comprises of three 

components: an authentication server, a ticket -granting server (TGS), and a database. 
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Chapter 5 

Implementation and Discussion 

 

5.1 Big Data hadoop Implementation 

5.1.1 Big Data: Definition and Types 

 

Before talking about complicated projects, let‘s start with a definition of big data. As we already 

told you, it is simple. Big Data is a very large and diverse set of information which is constantly 

growing. Big data can be both structured and unstructured. When structured, big data is 

organized in databases and data warehouses. Unstructured data can be defined as raw 

information collected by a company to understand the needs of its customers. It has no format or 

model to follow. Big data can be gathered from shared comments on websites and social 

networks, questionnaires, personal electronics, IoT and so one. There are a lot of potential 

sources of information. 

5.1.2 Big Data hadoop Implementation Strategy 

 

Big data can become one of your company‘s most valuable resources. However, it won‘t be able 

to play its role unless it is identified, gathered, managed and analyzed. To deal with this 

challenge, you need a reliable analytics strategy. Here are a few recommendations on developing 

such strategy: 

5.1.3 Focus on customer-centric outcomes 

 

Reaching success is impossible when your customers are unhappy. So when starting working on 

your strategy, prioritize customer-centric outcomes. These mean providing better services and 

increasing the customer retention rate. 

5.1.3 Keep the entire company in mind 

 

Your analytics strategy shouldn‘t cover a single department of your company  it should be 

suitable for the entire enterprise. A strategy must fit the vision of the company and its already 

existing strategy. 

 

 

 

 

https://en.wikipedia.org/wiki/Big_data
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5.1.4 Start with the data which is already available 

 

Before collecting the data, start with the information you already have. It may provide you only 

with short-term results, but this is still a wise decision. You will save some time and funds, and 

learn how to work with loads of data. 

 

5.1.5 Invest in big data tools and skills for implementation 

 

The number of analytics tools is constantly growing. Therefore, to create a strategy and 

implement a project, you will have to choose the most suitable ones. Don‘t be afraid to invest 

money in them reliable tools are definitely worth the expenses. Besides, make sure that your data 

scientists know how to use the chosen tools, and invest in their education, if needed. 

 

5.2 The Roadmap of the Analytical Big Data implementation Process 

 

To implement your big data project, follow our roadmap. It is not ultimate, but it includes the 

most crucial steps you should take. Take a closer look. 

 

5.2.1. Find a team and a sponsor 

 

If you already have a dedicated team that can deal with the project, that‘s great. If no, start with 

looking for experts. Besides, you may also need a sponsor. Big data projects take a lot of time 

and effort, which can go beyond your budget. So, calculate your potential expenses and decide if 

you need sponsorship or not. 

5.2.2. Identify data sources 

 

As we already told you, it is okay to start with already existing data. But you will still have to 

identify additional data sources you can use to collect the data. Identify, prioritize and evaluate 

them during this stage. 

 

By the way, the data can be kept in so-called data lakes. A data lake is a repository for storing 

both structured and unstructured data. Unlike a data warehouse, a lake implies a flat architecture 

for storing the data. Besides, you can build and deploy data lakes using cloud infrastructure or 

on-premises infrastructure. 

 

5.2.3. Connect data sources to your clients 
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After you are done with deciding on data sources, connect them to the needs of your clients. 

Let‘s say, if you are leading the retail chain, you can collect the data with the help of digital 

coupons. A customer gets a coupon for a discount and is happy to visit your place. In turn, you 

also get what you want. 

 

5.2.4. Incorporate new data hubs 

 

Now, incorporate new data hubs one by one. Don‘t hurry, this process should be gradual. In this 

way, you will have enough time to adjust your operations and understand how to use the data. If 

you try to do everything at once, your project can simply fail, so let things be incremental. 

5.2.5. Connect the clients‟ data to your company‟s processes 

 

Every data set you gather provides you with an opportunity to improve your services or products. 

Therefore, data-driven decisions should be present at the company at all levels: product 

development, pricing, marketing, etc. 

5.2.6. Don‟t forget about testing 

 

Test, measure and learn that‘s one of the most important things in the analytical process. When 

collecting another data set, test the related assumptions to understand how to move forward. 

And one more tip here. To simplify working with the data and the project implementation, use 

big data visualization tools and techniques. They will provide you with a better understanding of 

large volumes of data, so the results will be more efficient. 

5.3 Important Questions to Answer before Big Data implementation 

 

Big Data always means loads of information, so when you realize the volume of the information 

gathered you will have to answer the following questions: 

 Which data is relevant and suitable for the project? 

 Which data doesn‘t meet the relevance requirements? 

 Is the data at rest? Just in case, data at rest is inactive data stored in any digital form. 

 Is the data in motion? In turn, data in motion is data moving through the network. 

 How can the data help you to achieve your goals? How can it serve you? 

 Answering all these questions will help you to shape your project and maybe even save 

some funds. 

 

A big data platform is a solution combining the capabilities of several utilities and tools for 

managing and analyzing the data. With a platform, you won‘t have to use a lot of applications or 

https://addepto.com/process-huge-data-sets-using-big-data-technology/
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tools it will work as a packaged solution. However, there is no universal platform to work with 

every single data set. You will have to develop a new one which will use the most effective tools 

for analyzing the data. Apart from this, your platform must fit your company‘s strengths. 

 

 

5.4 Hadoop Implementation- Map Reduce 

 

Map Reduce is a framework that is used for writing applications to process huge volumes of 

data on large clusters of commodity hardware in a reliable manner. This topic takes you through 

the operation of Map Reduce in Hadoop framework using Java. 

5.4.1 Map Reduce Algorithm 

 

Generally Map Reduce paradigm is based on sending map-reduce programs to computers where 

the actual data resides. 

 During a Map Reduce job, Hadoop sends Map and Reduce tasks to appropriate servers in 

the cluster. 

 The framework manages all the details of data-passing like issuing tasks, verifying task 

completion, and copying data around the cluster between the nodes. 

 Most of the computing takes place on the nodes with data on local disks that reduces the 

network traffic. 

 After completing a given task, the cluster collects and reduces the data to form an 

appropriate result, and sends it back to the Hadoop server. 

 

 

Figure 5.1 Map reduce Algorithm 
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5.4.2 Inputs and Outputs (Java Perspective) 

 

The Map Reduce framework operates on key-value pairs, that is, the framework views the input 

to the job as a set of key-value pairs and produces a set of key-value pair as the output of the 

job, conceivably of different types. 

The key and value classes have to be serializable by the framework and hence, it is required to 

implement the Writable interface. Additionally, the key classes have to implement the Writable 

Comparable interface to facilitate sorting by the framework. 

Both the input and output format of a Map Reduce job are in the form of key-value pairs − 

(Input) <k1, v1> -> map -> <k2, v2>-> reduce -> <k3, v3> (Output). 

 

 

 Input Output 

Map <k1, v1> <k2, v2> 

Reduce <k2, list(v2)> list (<k3, v3> 

Table 5.1 Input and Output Map reduce 

 

5.5 Map Reduce Implementation 

 

The following table shows the data regarding the electrical consumption of an organization. The 

table includes the monthly electrical consumption and the annual average for five consecutive 

years. 
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 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Avg 

1979 23 23 2 43 24 25 26 26 26 26 25 26 25 

1980 26 27 28 28 28 30 31 31 31 30 30 30 29 

1981 31 32 32 32 33 34 35 36 36 34 34 34 34 

1984 39 38 39 39 39 41 42 43 40 39 38 38 40 

1985 38 39 39 39 39 41 41 41 00 40 39 39 45 

Table 5.2 Map reduce Implementation 

 

 

We need to write applications to process the input data in the given table to find the year of 

maximum usage, the year of minimum usage, and so on. This task is easy for programmers with 

finite amount of records, as they will simply write the logic to produce the required output, and 

pass the data to the written application. 

Let us now raise the scale of the input data. Assume we have to analyze the electrical 

consumption of all the large-scale industries of a particular state. When we write applications to 

process such bulk data, 

 They will take a lot of time to execute. 

 There will be heavy network traffic when we move data from the source to the network 

server. 

To solve these problems, we have the Map Reduce framework. 

5.5.1 Input Data 

The above data is saved as sample.txt and given as input. The input file looks as shown below. 

1979 23 23 2 48 24 25 26 26 26 26 25 26 25 

1980 26 27 28 23 28 30 31 31 31 30 30 30 29 
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1981 31 32 32 28 33 34 35 36 36 34 34 34 34 

1984 39 38 39 39 39 41 42 43 40 39 38 38 40 

1985 38 39 39 39 39 41 41 41 00 40 40 39 45 

Table 5.3 Sample Input Text 

 

5.6 Map Reduce - User Interfaces 

This section provides a reasonable amount of detail on every user-facing aspect of the Map 

Reduce framework. This should help users implement, configure and tune their jobs in a fine-

grained manner. However, please note that the javadoc for each class/interface remains the most 

comprehensive documentation available; this is only meant to be a tutorial. 

Let us first take the Mapper and Reducer interfaces. Applications typically implement them to 

provide the map and reduce methods. We will then discuss other core interfaces 

including Job, Partitioned, Input Format, Output Format, and others. Finally, we will wrap up by 

discussing some useful features of the framework such as the Distributed Cache, Isolation 

Runner etc. 

5.6.1 Mapper 

 Mapper maps input key/value pairs to a set of intermediate key/value pairs. Maps are the 

individual tasks that transform input records into intermediate records.  

 The transformed intermediate records do not need to be of the same type as the input 

records. A given input pair may map to zero or many output pairs. 

 The Hadoop Map Reduce framework spawns one map task for each Input Split generated 

by the Input Format for the job. 

 Overall, mapper implementations are passed to the job via Job. Set Mapper Class 

(Class) method. The framework then calls map (Writable Comparable, Writable, and 

Context) for each key/value pair in the Input Split for that task. Applications can then 

override the cleanup (Context) method to perform any required cleanup. 

 Output pairs do not need to be of the same types as input pairs. A given input pair may 

map to zero or many output pairs. Output pairs are collected with calls to context. Write 

(writable Comparable, Writable). 

 Applications can use the Counter to report its statistics. 

 All intermediate values associated with a given output key are subsequently grouped by 

the framework, and passed to the Reducer(s) to determine the final output. Users can 

control the grouping by specifying a Comparator via Job. Set. 

 The Mapper outputs are sorted and then partitioned per Reducer. The total number of 

partitions is the same as the number of reduce tasks for the job. Users can control which 

keys (and hence records) go to which Reducer by implementing a custom Partitioned. 

https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Mapper.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Job.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Job.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Mapper.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Mapper.html
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 Users can optionally specify a combiner, via Job.setCombinerClass (Class), to perform 

local aggregation of the intermediate outputs, which helps to cut down the amount of data 

transferred from the Mapper to the Reducer. 

 The intermediate, sorted outputs are always stored in a simple (key-Len, key, value-Len, 

value) format. Applications can control if, and how, the intermediate outputs are to be 

compressed and the Compression Codec to be used via the Configuration. 

5.6.2 How Many Maps? 

The number of maps is usually driven by the total size of the inputs, that is, the total number of 

blocks of the input files. The right level of parallelism for maps seems to be around 10-100 maps 

per-node, although it has been set up to 300 maps for very cpu-light map tasks. Task setup takes 

a while, so it is best if the maps take at least a minute to execute. Thus, if you expect 10TB of 

input data and have a block size of 128MB, you‘ll end up with 82,000 maps, unless 

Configuration. Set(MRJobConfig.NUM_MAPS, int) (which only provides a hint to the 

framework) is used to set it even higher. 

5.7 Reducer 

 Reducer reduces a set of intermediate values which share a key to a smaller set of values. 

 The number of reduces for the job is set by the user via Job.setNumReduceTasks (int). 

 Overall, Reducer implementations are passed the Job for the job via 

the Job.setReducerClass (Class) method and can override it to initialize them. The 

framework then calls reduce(writable Comparable, Enterable<Writable>, 

Context) method for each <key, (list of values)> pair in the grouped inputs. Applications 

can then override the cleanup (Context) method to perform any required cleanup. 

5.7.1 Reducer has 2 primary phases: shuffle, sort and reduce 

Shuffle: Input to the Reducer is the sorted output of the mappers. In this phase the 

framework fetches the relevant partition of the output of all the mappers, via HTTP. 

Sort: The framework groups Reducer inputs by keys (since different mappers may have 

output the same key) in this stage.The shuffle and sort phases occur simultaneously; 

while map-outputs are being fetched they are merged. 

Reduce: In this phase the reduce (Writable Comparable, enterable<Writable>, and 

Context) method is called for each <key, (list of values)> pair in the grouped inputs. The 

output of the reduce task is typically written to the File System via Context. Write 

(Writable Comparable, Writable). 

https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Job.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/io/compress/CompressionCodec.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Reducer.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Job.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Job.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Reducer.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Reducer.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/fs/FileSystem.html
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5.8 How Many Reduces? 

The right number of reduces seems to be 0.95 or 1.75 multiplied by (<no. of nodes> * <no. of 

maximum containers per node>). 

With 0.95 all of the reduces can launch immediately and start transferring map outputs as the 

maps finish. With 1.75 the faster nodes will finish their first round of reduces and launch a 

second wave of reduces doing a much better job of load balancing.Increasing the number of 

reduces increases the framework overhead, but increases load balancing and lowers the cost of 

failures.The scaling factors above are slightly less than whole numbers to reserve a few reduce 

slots in the framework for speculative-tasks and failed tasks. 

5.8.1 Reducer NONE 

It is legal to set the number of reduce-tasks to zero if no reduction is desired. In this case the 

outputs of the map-tasks go directly to the File System, into the output path set by File Output 

Format set Output Path(Job, Path). The framework does not sort the map-outputs before writing 

them out to the File System. 

5.8.2 Partitioner 

Partitioner partitions the key space. Partitioner controls the partitioning of the keys of the 

intermediate map-outputs. The key (or a subset of the key) is used to derive the partition, 

typically by a hash function. The total number of partitions is the same as the number of reduce 

tasks for the job. Hence this controls which of the m reduce tasks the intermediate key (and 

hence the record) is sent to for reduction. 

5.8.3 Counter 

Counter is a facility for Map Reduce applications to report its statistics. 

Mapper and Reducer implementations can use the Counter to report statistics. Hadoop Map 

Reduce comes bundled with a library of generally useful mappers, reducers, and practitioners. 

5.9 Task Implementation and Environment 

The MR App Master executes the Mapper/Reducer task as a child process in a separate jvm. The 

child-task inherits the environment of the parent MR App Master. The user can specify 

additional options to the child jvm via the map reduce.{map reduce}.java. Opts and 

configuration parameter in the Job such as non-standard paths for the run-time linker to search. If 

the map reduce.{map reduce}.java. Opts parameters contains the symbol it is interpolated with 

value of task id of the Map Reduce task. Here is an example with multiple arguments and 

https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/lib/output/FileOutputFormat.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/lib/output/FileOutputFormat.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Partitioner.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/Counter.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapreduce/package-summary.html
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substitutions, showing jvm GC logging, and start of a password less JVM JMX agent so that it 

can connect with console and the likes to watch child memory, threads and get thread dumps. It 

also sets the maximum heap-size of the map and reduces child jvm to 512MB & 1024MB 

respectively. It also adds an additional path to the java.library.path of the child-jvm. 

5.9.1 Memory Management 

Users/admins can also specify the maximum virtual memory of the launched child-task, and any 

sub-process it launches recursively, using map reduce. {map reduce}.memory. The value 

for map reduce.{map reduce}.memory.mb should be specified in megabytes (MB). And also the 

value must be greater than or equal to the -Xmx passed to JavaVM, else the VM might not start. 

The memory available to some parts of the framework is also configurable. In map and reduce 

tasks, performance may be influenced by adjusting parameters influencing the concurrency of 

operations and the frequency with which data will hit disk. Monitoring the file system counters 

for a job- particularly relative to byte counts from the map and into the reduce is invaluable to 

the tuning of these parameters. 

5.9.2 Map Parameters 

A record emitted from a map will be serialized into a buffer and metadata will be stored into 

accounting buffers. As described in the following options, when either the serialization buffer or 

the metadata exceed a threshold, the contents of the buffers will be sorted and written to disk in 

the background while the map continues to output records. If either buffer fills completely while 

the spill is in progress, the map thread will block. When the map is finished, any remaining 

records are written to disk and all on-disk segments are merged into a single file. Minimizing the 

number of spills to disk can decrease map time, but a larger buffer also decreases the memory 

available to the mapper. 

5.10 Discussion  

To protect the Hadoop environment, authentication, authorization, and accounting policies for 

accessing and using data stored in the Hadoop clusters must be implemented. If one node of 

Hadoop cluster is compromised then there are chances of any type of attack and data theft is 

possible. Securing the data in transit as well as data at rest is required. Securing Hadoop not only 

involves securing access to Hadoop and securing the stored data (data at rest) but also the whole 

gamut of security that all IT operations use, such as network security and operating system 

security. 

Various open source communities, IT development organizations and research institutes are 

working together to improve the Hadoop infrastructure, tools, and services. Big Data innovations 

are shared through open-source platforms which are helpful to promote Big Data technologies. 
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However, users facing difficulties due various versions of modules from different sources 

combined into a Hadoop framework. Because each Hadoop module has its own curve of 

maturity, there is a risk of version incompatibility inside the Hadoop framework. In addition, the 

integration of different modules of different vendors with different technologies on a single 

platform increases security risks. However, most of the time, the combination of technologies 

from different sources may bring hidden risks that are neither fully investigated nor tested. To 

overcome this issue, many IT products/solution vendors such as IBM, Cloudera, MapR, and 

Horton works have developed their own modules and packaged them into core Apache Hadoop 

API and delivered improvised Hadoop distribution to the market. One of the goals is to ensure 

compatibility, security, and performance of all combined modules. Currently, the Hadoop system 

and different distributions use more than one security solutions for securing data and 

computation, as mentioned in the previous section, such as Apache Ranger, Apache Sentry, and 

Apache Knox. Each new module has its own set of vulnerabilities. If the system is needed to be 

flexible and interpretable, then automatically system will be vulnerable. Hadoop requires single 

security solution so that vulnerability can reduce that leads to attacks due to third party 

software‘s and due to different modules used in Hadoop. The results of our the experiment shows 

the impact of attacks on performance as well as security breach possible due to vulnerabilities. 

Before implementing any module in Hadoop environment, risk management study of system and 

defense in depth is recommended. 

5.11 Conclusion 

Hadoop and Cassandra are both very scalable systems! But as often stated scalability does not 

solve performance efficiency issues and as such neither of these systems is immune to such 

problems, nor to simple misuse. 

Some of the prevalent performance problems are very specific to these systems and we have not 

seen them in more traditional systems. Other issues are not really new, except for fact that they 

now occur in systems that are tremendously more distributed and bigger than before. The very 

scalability and size makes these problems harder to diagnose (especially in Hadoop) while often 

having a very high impact (as in bringing down a Cassandra cluster). Performance experts can 

rejoice, they will have a job for a long time to come.Traditional enterprise security products 

implement security controls, but are still insufficient for holistically addressing the security 

challenges introduced by Big Data. To address the problems posed by data aggregation, 

organizations must find new ways to safeguard their critical tools, techniques, and procedures 

used to acquire, maintain, and analyze data of particular concern to improve the robustness of its 

security infrastructure, as most commercially available security software have access to all real 

and derived data available on the network. The add-on security features provided by the third 

party are not useful in the Big Data environment. Furthermore, analysts and other users of 

information technology need more effective security training that will help them understand the 

specific threats they face, that how their security choices will impact the outcomes, and how to 
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reconcile security objectives with mission objectives. Finally, system designers need to consider 

the security implications affecting user-facing tools. Users would benefit from features, giving 

them security-relevant feedback throughout their workflows, rather than using a separate security 

tool for forensic validation. Measuring the impact of these ―little‖ security mechanisms may 

prove challenging and problematic. However, field studies such as those cited in this paper 

suggest that they can have a large impact on scaling security in a manner that paces with the 

scale of data that they protect. Thus, there is a need to upgrade the complete Hadoop system 

released with all security features without installing and to configure it separately. 

5.12 Future Research 

As large scale of data from different resources to analysis is incapable execution in Hadoop Map 

Reduce was remark. Our proposed Benefit to manage tasks in a benefit-aware technique and 

expected to improve the efficiency. Finally various algorithms which take into consideration into 

the real-time network are proposed to improve the performance caused by hadoop. They 

Considering the above mentioned advantages and limitations, Apache server was able to analyze 

data in few seconds. Alternative processing frameworks there‘s still a lot of tooling for Map 

Reduce. Comparison for this analysis shows that yarn is a very strong using in-memory 

processing and fast. Observing that yarn ability to perform batch processing, streaming, and 

machine learning. It is a framework for a processing large number data. This technology is used 

to reduce the concurrency and reduced of data. 

 Also there are some plans in our future research firstly, distributed hadoop cluster is planned to 

be realized on several terminal instead of virtual machine on just one work station for hadoop-

SPARK TECHNOLOGY, we will further the study on programming and algorithm design map 

reduce to expanding hadoop-SPARK TECHNOLOGY spatial analysis function. And we will 

make deeper mining of floating car data features and the crowd flow patterns. 
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